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This volume on Carbon Nanotubes gives a comprehensive review of the
present status of research in this fast moving �eld by researchers actively con-
tributing to the advances described in this volume. After a short introduction
and a brief review of the relation between carbon nanotubes, graphite and
other forms of carbon, the synthesis techniques and growth mechanisms for
carbon nanotubes are described. This is followed by a review of the structural
characterization of nanotubes using di�raction techniques. The doping of the
carbon nanotubes, and the synthesis and properties of nanotubes involving
elements other than carbon are reviewed. The theoretical description of the
unique electronic structure and electrical transport properties of carbon nan-
otubes is then summarized, including the role of defects. This is followed by a
review of the present status of experimental studies on electrical transport in
these 1D materials. Chapters on electron and proximal probe spectroscopies
provide further insights to our understanding of the electronic, structural,
and transport properties. These are followed by a discussion of the optical
properties and Raman spectra of the nanotubes, emphasizing the coupling
between electrons and phonons. A brief chapter on the thermal properties
of nanometer-sized heat pipes, and another on the mechanical properties of
nanotubes emphasizing their remarkably high modulus and strength are then
presented, followed by a review of the special magnetic properties of carbon
nanotubes. Although the �eld of carbon nanotubes is less than a decade old,
practical applications related to their special properties are being developed
rapidly, as summarized in the �nal chapter.
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Preface

Carbon nanotubes are unique nanostructures with remarkable electronic and
mechanical properties, some stemming from the close relation between car-
bon nanotubes and graphite, and some from their one-dimensional aspects.
Initially, carbon nanotubes aroused great interest in the research community
because of their exotic electronic structure. As other intriguing properties
have been discovered, such as their remarkable electronic transport proper-
ties, their unique Raman spectra, and their unusual mechanical properties,
interest has grown in their potential for applications to nanometer-sized elec-
tronics and to a variety of other applications, as discussed in this volume.

An ideal nanotube can be considered as a hexagonal network of carbon
atoms that has been rolled up to make a seamless hollow cylinder. These
hollow cylinders can be tens of microns long, but with diameters as small as
0.7 nm, and with each end of the long cylinder \capped with half a fullerene
molecule, i.e., 6 pentagons". Single-wall nanotubes, having a cylindrical shell
with only one atom in thickness, can be considered as the fundamental struc-
tural unit. Such structural units form the building blocks of both multi-wall
nanotubes, containing multiple coaxial cylinders of ever-increasing diameter
about a common axis, and nanotube ropes, consisting of ordered arrays of
single-wall nanotubes arranged on a triangular lattice.

The �rst reported observation of carbon nanotubes was by Iijima in 1991
for multi-wall nanotubes. It took, however, less than two years before single-
wall carbon nanotubes were discovered experimentally by Iijima at the NEC
Research Laboratory in Japan and by Bethune at the IBM Almaden Labora-
tory in California. These experimental discoveries and the theoretical work,
which predicted many remarkable properties for carbon nanotubes, launched
this �eld and propelled it forward. The �eld has ever since been advancing
at a breath-taking pace with many unexpected discoveries. These exciting
developments encouraged the editors to solicit articles for this book on the
topic of carbon nanotubes while the �eld was in a highly active phase of
development.

This book is organized to provide a snapshot of the present status of
this rapidly moving �eld. After the introduction in Chapter 1, which pro-
vides some historical background and a brief summary of some basic subject
matter and de�nitions, the connection between carbon nanotubes and other
carbon materials is reviewed in Chapter 2. Recent developments in the syn-
thesis and puri�cation of single wall and multiwall carbon nanotubes are
discussed in Chapter 3. This is followed in Chapter 4 by a review of our
present limited understanding of the growth mechanism of single wall and
multiwall carbon nanotubes. Chapter 5 demonstrates the generality of tubu-
lar nanostructures, by discussing general principles for tubule growth, and



IX

providing the reader with numerous examples of inorganic nanotube forma-
tion. The unique electronic structure and properties of perfect and defective
carbon nanotubes are reviewed from a theoretical standpoint in Chapter 6.
The electrical properties, transport, and magneto-transport measurements on
single-wall nanotubes and ropes, as well as, simple device structures based
on carbon nanotubes are presented in Chapter 7. Scanning tunneling mi-
croscopy is used to study that nanotube electronic structure and spectra.
The use of nanotubes as atomic force microscope tips for ultra-high reso-
lution and chemically-sensitive imaging is also discussed in Chapter 8. The
application of optical spectroscopy to nanotubes is presented in Chapter 9.
In this chapter, the discussion of the optical properties focuses on the elec-
tronic structure, the phonon structure, and the coupling between electrons
and phonons in observations of resonance Raman scattering and related phe-
nomena. The contribution made by electron spectroscopies to the character-
ization of the electronic structure of the nanotubes is discussed in Chapter
10, in comparison with similar studies devoted to graphite and C60. This is
followed by Chapter 11, where a brief review is presented of the phonon and
thermal properties, with emphasis given to studies of the speci�c heat and
of the thermal conductivity, which are both sensitive to the low-dimensional
aspects of carbon nanotubes. Chapter 12 discusses experiments and theory
on the mechanical properties of carbon nanotubes. Linear elastic parameters,
non-linear instabilities, yield strength, fracture and supra-molecular interac-
tions are all reviewed. Chapter 13 discussed transport measurements, magne-
totransport properties, electron spin resonance, and a variety of other exotic
properties of multiwall nanotubes. The volume concludes in Chapter 14 with
a brief review of the present early status of potential applications of carbon
nanotubes.

Because of the relative simplicity of carbon nanotubes, we expect them to
play an important role in the current rapid expansion of fundamental studies
on nanostructures and their potential use in nano-technology. This simplicity
allows us to develop detailed theoretical models for predicting new phenom-
ena connected with these, tiny one-dimensional systems, and then looking for
these phenomena experimentally. Likewise, new experimental e�ects, which
have been discovered at an amazingly rapid rate, have provided stimulus for
further theoretical developments, many of which are expected to be broadly
applicable to nanostructures and nano-technology research and development.

Cambridge, Massachusetts, June 2000 Mildred S. Dresselhaus

Cambridge, Massachusetts, June 2000 Gene Dresselhaus

Yorktown Heights, New York, June 2000 Phaedon Avouris





1 Introduction to Carbon Materials Research
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Abstract. A brief historical review of carbon nanotube research is presented and
some basic de�nitions relevant to the structure and properties of carbon nanotubes
are provided.
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1 Historical Introduction

Carbon nanotubes are unique nanostructures that can be considered concep-
tually as a prototype one-dimensional (1D) quantum wire. The fundamental
building block of carbon nanotubes is the very long all-carbon cylindrical
single wall carbon nanotube (SWNT), one atom in wall thickness and tens of
atoms around the circumference (typical diameter �1.4 nm). Initially, carbon
nanotubes aroused great interest in the research community because of their
exotic electronic properties, and this interest continues as other remarkable
properties are discovered and promises for practical applications develop.

Very small diameter (less than 10nm) carbon �laments were prepared in
the 1970's and 1980's through the synthesis of vapor grown carbon �bers
by the decomposition of hydrocarbons at high temperatures in the presence
of transition metal catalyst particles of <10nm diameter [1{6]. However,
no detailed systematic studies of such very thin �laments were reported in
these early years, and it was not until the observation of carbon nanotubes
in 1991 by Iijima of the NEC Laboratory in Tsukuba, Japan (see Fig. 1)
using high resolution transmission electron microscopy (HRTEM) [7] that the
carbon nanotube �eld was seriously launched. Independently, and at about
the same time (1992), Russian workers also reported the discovery of carbon
nanotubes and nanotube bundles, but generally having a much smaller length
to diameter ratio [8,9].

Fig. 1. The observation by TEM
of multi-wall coaxial nanotubes
with various inner and outer di-
ameters, di and do, and numbers
of cylindrical shells N reported
by Iijima in 1991: (a) N = 5.
do=67�A, (b) N = 2, do=55�A, and
(c) N = 7, di=23�A, do=65�A [7]
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A direct stimulus to the systematic study of carbon �laments of very small
diameters came from the discovery of fullerenes by Kroto, Smalley, Curl, and
coworkers at Rice University [10]. In fact, Smalley and others speculated
publically in these early years that a single wall carbon nanotube might
be a limiting case of a fullerene molecule. The connection between carbon
nanotubes and fullerenes was further promoted by the observation that the
terminations of the carbon nanotubes were fullerene-like caps or hemispheres.
It is curious that the smallest reported diameter for a carbon nanotube is the
same as the diameter of the C60 molecule, which is the smallest fullerene to
follow the isolated pentagon rule. This rule requires that no two pentagons be
adjacent to one another, thereby lowering the strain energy of the fullerene
cage. While there is not, as yet, a de�nite answer to a provocative question
raised by Kubo and directed to Endo in 1977, regarding the minimum size of
a carbon �ber [11], this question was important for identifying carbon �bers
with very small diameters as carbon nanotubes, the one-dimensional limit of
a fullerene molecule.

It was the Iijima observation of the multiwall carbon nanotubes in Fig. 1
in 1991 [7] that heralded the entry of many scientists into the �eld of carbon
nanotubes, stimulated at �rst by the remarkable one-dimensional (1D) quan-
tum e�ects predicted for their electronic properties, and subsequently by the
promise that the remarkable structure and properties of carbon nanotubes
might give rise to some unique applications. Whereas the initial experimental
Iijima observation was for multi-wall nanotubes (MWNTs), it was less than
two years before single-wall carbon nanotubes (SWNTs) were discovered ex-
perimentally by Iijima and his group at the NEC Laboratory and by Bethune
and coworkers at the IBM Almaden Laboratory [12,13]. These �ndings were
especially important because the single wall nanotubes are more fundamental,
and had been the basis for a large body of theoretical studies and predictions
that preceded the experimental observation of single wall carbon nanotubes.
The most striking of these theoretical developments was the prediction that
carbon nanotubes could be either semiconducting or metallic depending on
their geometrical characteristics, namely their diameter and the orientation
of their hexagons with respect to the nanotube axis (chiral angle) [14{16].
Though predicted in 1992, it was not until 1998 that these predictions regard-
ing their remarkable electronic properties were corroborated experimentally
[17,18].

A major breakthrough occurred in 1996 when Smalley and coworkers at
Rice University [19] successfully synthesized bundles of aligned single wall
carbon nanotubes, with a small diameter distribution, thereby making it
possible to carry out many sensitive experiments relevant to 1D quantum
physics, which could not previously be undertaken [19]. Of course, actual
carbon nanotubes have �nite length, contain defects, and interact with other
nanotubes or with the substrate and these factors often complicate their
behavior.
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A great deal of progress has been made in characterizing carbon nanotubes
and in understanding their unique properties since their `discovery' in 1991.
This progress is highlighted in the chapters of this volume.

2 Basic Background

To provide a framework for the presentations in the following chapters, we
include in this introductory chapter some de�nitions about the structure and
description of carbon nanotubes.

The structure of carbon nanotubes has been explored early on by high
resolution transmission electron microscopy (TEM) and scanning tunneling
microscopy (STM) techniques [20], yielding direct con�rmation that the nan-
otubes are seamless cylinders derived from the honeycomb lattice representing
a single atomic layer of crystalline graphite, called a graphene sheet, repre-
sented by the hexagonal honeycomb lattice of Fig. 2(a). The structure of a
single-wall carbon nanotube is conveniently explained in terms of its 1D unit
cell, de�ned by the vectors Ch and T in Fig. 2(a).

The circumference of any carbon nanotube is expressed in terms of the
chiral vector Ch = nâ1+mâ2 which connects two crystallographically equiv-
alent sites on a 2D graphene sheet [see Fig. 2(a)] [14]. The construction in
Fig. 2(a) depends uniquely on the pair of integers (n;m) which speci�es the
chiral vector. Figure 2(a) shows the chiral angle � between the chiral vector
Ch and the \zigzag" direction (� = 0) and shows the unit vectors â1 and
â2 of the hexagonal honeycomb lattice of the graphene sheet. Three distinct
types of nanotube structures can be generated by rolling up the graphene
sheet into a cylinder as described below and shown in Fig. 3. The zigzag and
armchair nanotubes, respectively, correspond to chiral angles of � = 0 and
30�, and chiral nanotubes correspond to 0 < � < 30�. The intersection of the

vector
�!
OB (which is normal to Ch) with the �rst lattice point determines

the fundamental one-dimensional (1D) translation vector T . The unit cell of
the 1D lattice is the rectangle de�ned by the vectors Ch and T [Fig. 2(a)].

The cylinder connecting the two hemispherical caps of the carbon nan-
otube (see Fig. 3) is formed by superimposing the two ends of the vector Ch

and the cylinder joint is made along the two lines
�!
OB and

�!
AB0 in Fig. 2(a).

The lines
�!
OB and

�!
AB0 are both perpendicular to the vector Ch at each end

of Ch [14]. In the (n;m) notation for Ch = nâ1 + mâ2, the vectors (n; 0)
or (0;m) denote zigzag nanotubes and the vectors (n; n) denote armchair
nanotubes. All other vectors (n;m) correspond to chiral nanotubes [23]. The
nanotube diameter dt is given by

dt =
p
3aC�C(m2 +mn+ n2)1=2=� = Ch=� (1)
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a1

a2

(0,0) (1,0) (2,0) (3,0) (4,0) (5,0) (6,0) (7,0) (8,0) (9,0)

(1,1) (2,1) (3,1) (4,1) (5,1) (6,1) (7,1) (8,1)

(2,2) (3,2) (4,2) (5,2) (6,2) (7,2) (8,2)

(3,3) (4,3) (5,3) (6,3) (7,3) (8,3)

(4,4) (5,4) (6,4) (7,4)

(5,5) (6,5)

(6,6) (6,7)

:metal :semiconductor

(10,0) (11,0) (12,0)

(9,1) (10,1)

(9,2)

(11,1)

(10,2) (11,2)

(8,3)

(8,4) (9,4)

(7,5) (8,5)

48
(10,4)

(9,5)

zigzag

armchair

1 3 17 24

3 20

10 19 56

7 18
(9,3)

5 17 43 92

1 1 13 37 80

15 32 87
(7,7)

(b)

y

x

C h

a1

a2

(a)

Ψ

T
τ

θ

y

x

O

A

B

B

Fig. 2. (a) The chiral vector
�!

OA or Ch = nâ1 +mâ2 is de�ned on the honeycomb
lattice of carbon atoms by unit vectors â1 and â2 and the chiral angle � with respect
to the zigzag axis. Along the zigzag axis � = 0�. Also shown are the lattice vector
�!

OB= T of the 1D nanotube unit cell and the rotation angle  and the translation �
which constitute the basic symmetry operation R = ( j� ) for the carbon nanotube.
The diagram is constructed for (n;m) = (4; 2) [14]. (b) Possible vectors speci�ed by
the pairs of integers (n;m) for general carbon nanotubes, including zigzag, armchair,
and chiral nanotubes. Below each pair of integers (n;m) is listed the number of
distinct caps that can be joined continuously to the carbon nanotube denoted by
(n;m) [14]. The encircled dots denote metallic nanotubes while the small dots are
for semiconducting nanotubes [21]
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(b)

(a)

(c)

Fig. 3. Schematic models for
single-wall carbon nanotubes with
the nanotube axis normal to the
chiral vector which, in turn, is
along: (a) the � = 30� direc-
tion [an \armchair" (n; n) nan-
otube], (b) the � = 0� direction
[a \zigzag" (n; 0) nanotube], and
(c) a general � direction, such as
�!

OB (see Fig. 2), with 0 < � < 30�

[a \chiral" (n;m) nanotube]. The
actual nanotubes shown here cor-
respond to (n;m) values of: (a) (5,
5), (b) (9, 0), and (c) (10, 5). The
nanotube axis for the (5,5) nan-
otube has 5-fold rotation symme-
try, while that for the (9,0) nan-
otube has 3-fold rotation symme-
try [22]

where Ch is the length of Ch, aC�C is the C{C bond length (1.42�A), and
the chiral angle � is given by

� = tan�1[
p
3n=(2m+ n)]: (2)

From Eq. (2) it follows that � = 30� for the (n; n) armchair nanotube and
that the (n; 0) zigzag nanotube would have � = 60�. From Fig. 2(a) it follows
that if we limit � to be between 0 � � � 30�, then by symmetry � = 0� for
a zigzag nanotube. Both armchair and zigzag nanotubes have a mirror plane
and thus are considered as achiral. Di�erences in the nanotube diameter dt
and chiral angle � give rise to di�erences in the properties of the various
carbon nanotubes. The symmetry vector R = ( j�) of the symmetry group
for the nanotubes is indicated in Fig. 2(a), where both the translation unit
or pitch � and the rotation angle  are shown. The number of hexagons, N ,
per unit cell of a chiral nanotube, speci�ed by integers (n;m), is given by

N = 2(m2 + n2 + nm)=dR (3)

where dR = d if n�m is not a multiple of 3d or dR = 3d, if n�m is a mul-
tiple of 3d. Each hexagon in the honeycomb lattice [Fig. 2(a)] contains two
carbon atoms. The unit cell area of the carbon nanotube is N times larger
than that for a graphene layer and consequently the unit cell area for the
nanotube in reciprocal space is correspondingly 1=N times smaller. Table 1
provides a summary of relations useful for describing the structure of single
wall nanotubes [24]. Figure 2(b) indicates the nanotubes that are semicon-
ducting and those that are metallic, and indicates the number of distinct
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fullerene caps that can be used to close the ends of an (n;m) nanotube, such
that the fullerene cap satis�es the isolated pentagon rule.

Table 1. Structural parameters for Carbon Nanotubes [24].a)

symbol name formula value

a length of unit vector a =
p
3aC�C = 2:49 �A, aC�C = 1:44 �A

a1,a2 unit vectors

�p
3

2
;
1

2

�
a,

�p
3

2
;�1

2

�
a x; y coordinate

b1, b2
reciprocal lattice vec-
tors

�
1p
3
; 1

�
2�

a
,

�
1p
3
;�1

�
2�

a
x; y coordinate

Ch chiral vector Ch = na1 +ma2 � (n;m), (0 � jmj � n)

L length of Ch L = jChj = a
p
n2 +m2 + nm

dt diameter dt = L=�

� chiral angle sin � =

p
3m

2
p
n2 +m2 + nm

0 � j�j � �

6

cos � =
2n+m

2
p
n2 +m2 + nm

, tan � =

p
3m

2n+m
d gcd(n,m)b)

dR gcd(2n+m,2m+ n)b) dR =

�
d if (n�m) is not multiple of 3d
3d if (n�m) is multiple of 3d

T translational vector T = t1a1 + t2a2 � (t1; t2) gcd(t1; t2) = 1b)

t1 =
2m+ n

dR
; t2 = �2n +m

dR

T length of T T = jTj =
p
3L

dR

N
Number of hexagons
in the nanotube unit
cell.

N =
2(n2 +m2 + nm)

dR

R symmetry vector R = pa1 + qa2 � (p; q) gcd(p; q) = 1b)

t1q � t2p = 1; (0 < mp� nq � N)

� pitch of R � =
(mp� nq)T

N
=
MT

N

 rotation angle of R  =
2�

N
in radians

M number of T in NR. NR = Ch +MT

a) In this table n, m, t1, t2, p, q are integers and d, dR N and M are integer
functions of these integers.
b) gcd(n;m) denotes the greatest common divisor of the two integers n and m.

The nanotube material produced by either the laser vaporization method
or the carbon arc method appears in a scanning electron microscope (SEM)
image as a mat of carbon \bundles" or \ropes" 10{20nm in diameter and
up to 100�m or more in length. Under transmission electron microscope
(TEM) examination, an individual carbon nanotube bundle can be imaged
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and shown to consist primarily of an array of single-wall carbon nanotubes
aligned along a common axis [19]. A collection of these intertwined bundles
of single wall nanotubes is called a nanotube \rope" [26]. This picture is
corroborated by X-ray di�raction measurements (which view many ropes at
once) and transmission electron microscopy (which views a single bundle)
[19]. Typical diameters of the single-wall nanotubes are �1.4 nm, very close
to the diameter of an ideal (10,10) nanotube. X-ray di�raction measurements
showed that these single-wall nanotubes form a two-dimensional triangular
lattice. For carbon nanotubes synthesized by the laser vaporization method,
the lattice constant for this triangular lattice is �1.7nm, with an inter-tube
separation of 0.32nm at closest approach between adjacent nanotubes within
a single bundle [19].

Multiwall carbon nanotubes (see Fig. 1) contain several coaxial cylinders,
each cylinder being a single-wall carbon nanotube. Whereas multi-wall carbon
nanotubes require no catalyst for their growth either by the laser vaporization
or carbon arc methods, metal catalyst species such as the transition metals
Fe, Co, or Ni are necessary for the growth of the single-wall nanotubes [19].
In most cases, while two di�erent catalyst species have been used to e�-
ciently synthesize arrays of single wall carbon nanotubes by either the laser
vaporization or carbon arc methods.

From an historical standpoint, the discovery in 1996 by the Rice group
[19] of a synthetic method involving laser vaporization of a graphite target
that leads to high quality single-wall nanotubes gave a great boost to the
�eld. The technique involves the laser vaporization of a target composed of
Co-Ni/graphite at 1200�C. Subsequently, an e�cient carbon arc method for
making single-wall nanotubes with a diameter distribution similar to that
of the Rice group was developed at Montpellier in France [25]. These ini-
tial successes have triggered a worldwide e�ort to increase the yield and to
narrow the diameter and chirality distribution of the nanotubes. The ability
to synthesize nanotubes with a given chirality is particularly important in
electronics applications since, as is discussed in several chapters in this vol-
ume, the electrical properties of the nanotubes depend on their chirality [see
Fig. 2(b)]. Furthermore, for electronic applications, it is highly desirable to be
able to grow a nanotube in a particular location and in a speci�ed direction
on a substrate. Progress in this direction was achieved recently by employing
lithographic techniques to control the position of a metal catalyst particle
and the use of the technique of chemical vapor phase deposition (CVD) to
grow the nanotube at that location [27,28].

Along with the experimental e�orts to improve the control and yield of
the synthesis method, there are continuing theoretical e�orts to interpret the
experimental results and decipher the mechanism by which the nanotube
structure is self-assembled from C atoms and small C clusters [29]. The var-
ious chapters of this book show that although the �eld is still very young, a
tremendous amount of information has already been gathered on the struc-
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ture and properties of both single- and multi-wall nanotubes and a multitude
of applications have appeared on the horizon.
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Abstract. A review of the close connection between the structure and properties
of carbon nanotubes and those of graphite and its related materials is presented
in order to gain new insights into the exceptional properties of carbon nanotubes.
The two dominant types of bonding (sp2 and sp3) that occur in carbon materi-
als and carbon nanotubes are reviewed, along with the structure and properties of
carbon materials closely related to carbon nanotubes, such as graphite, graphite
whiskers, and carbon �bers. The analogy is made between the control of the prop-
erties of graphite through the intercalation of donor and acceptor species with the
corresponding doping of carbon nanotubes.
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1 Introduction

Carbon nanotubes are strongly related to other forms of carbon, especially to
crystalline 3D graphite, and to its constituent 2D layers (where an individual
carbon layer in the honeycomb graphite lattice is called a graphene layer). In
this chapter, several forms of carbon materials are reviewed, with particular
reference to their relevance to carbon nanotubes. Their similarities and dif-
ferences relative to carbon nanotubes with regard to structure and properties
are emphasized.

The bonding between carbon atoms in the sp2 and sp3 con�gurations
is discussed in x2. Connections are made between the nanotube curvature
and the introduction of some sp3 bonding to the sp2 planar bonding of the
graphene sheet. The unusual properties of carbon nanotubes are derived from
the unusual properties of sp2 graphite by imposing additional quantum con-
�nement and topological constraints in the circumferential direction of the
nanotube. The structure and properties of graphite are discussed in x3, be-
cause of their close connection to the structure and properties of carbon
nanotubes, which is followed by reviews of graphite whiskers and carbon
�bers in x4 and x5, respectively. Particular emphasis is given to the vapor
grown carbon �bers because of their especially close connection to carbon
nanotubes. The chapter concludes with brief reviews of liquid carbon and
graphite intercalation compounds in x6 and x7, respectively, relating donor
and acceptor nanotubes to intercalated graphite.

2 Bonding Between Carbon Atoms

Carbon-based materials, clusters, and molecules are unique in many ways.
One distinction relates to the many possible con�gurations of the electronic
states of a carbon atom, which is known as the hybridization of atomic or-
bitals and relates to the bonding of a carbon atom to its nearest neighbors.

Carbon is the sixth element of the periodic table and has the lowest atomic
number of any element in column IV of the periodic table. Each carbon atom
has six electrons which occupy 1s2, 2s2, and 2p2 atomic orbitals. The 1s2

orbital contains two strongly bound core electrons. Four more weakly bound
electrons occupy the 2s22p2 valence orbitals. In the crystalline phase, the va-
lence electrons give rise to 2s, 2px, 2py, and 2pz orbitals which are important
in forming covalent bonds in carbon materials. Since the energy di�erence
between the upper 2p energy levels and the lower 2s level in carbon is small
compared with the binding energy of the chemical bonds, the electronic wave
functions for these four electrons can readily mix with each other, thereby
changing the occupation of the 2s and three 2p atomic orbitals so as to en-
hance the binding energy of the C atom with its neighboring atoms. The
general mixing of 2s and 2p atomic orbitals is called hybridization, whereas
the mixing of a single 2s electron with one, two, or three 2p electrons is called
spn hybridization with n = 1; 2; 3 [1,2].
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Fig. 1. A recent version of the phase diagram of carbon [3]. Solid lines represent
equilibrium phase boundaries. A: commercial synthesis of diamond from graphite by
catalysis; B: rapid solid phase graphite to diamond synthesis; C: fast transformation
of diamond to graphite; D: hexagonal graphite to hexagonal diamond synthesis; E:
shock compression graphite to hexagonal diamond synthesis; F: shock compression
graphite to cubic-type diamond synthesis; B,F,G: graphite or hexagonal diamond
to cubic diamond synthesis; H,I,J: compressed graphite acquires diamond-like prop-
erties, but reverts to graphite upon release of pressure.

Thus three possible hybridizations occur in carbon: sp, sp2 and sp3, while
other group IV elements such as Si and Ge exhibit primarily sp3 hybridiza-
tion. Carbon di�ers from Si and Ge insofar as carbon does not have inner
atomic orbitals, except for the spherical 1s orbitals, and the absence of nearby
inner orbitals facilitates hybridizations involving only valence s and p orbitals
for carbon. The various bonding states are connected with certain structural
arrangements, so that sp bonding gives rise to chain structures, sp2 bonding
to planar structures and sp3 bonding to tetrahedral structures.

The carbon phase diagram (see Fig. 1) guided the historical synthesis of
diamond in 1960 [4], and has continued to inspire interest in new forms of
carbon, as they are discovered [3]. Although we have learned much about
carbon since that time, much ignorance remains about the possible phases of
carbon. While sp2 bonded graphite is the ground state phase of carbon under
ambient conditions, at higher temperatures and pressures, sp3 bonded cubic
diamond is stable. Other regions of the phase diagram show stability ranges
for hexagonal diamond, hexagonal carbynes [5{7], and liquid carbon [8]. It is
believed that a variety of novel �-electron carbon bulk phases remain to be
discovered and explored.
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In addition to the bulk phases featured in the carbon phase diagram,
much attention has recently focussed on small carbon clusters [9], since the
discovery of fullerenes in 1985 by Kroto et al. [10] and of carbon nanotubes
in 1991 by Iijima [11]. The physical reason why these nanostructures form is
that a graphene layer (de�ned as a single 2D layer of 3D graphite) of �nite
size has many edge atoms with dangling bonds,indexdangling bonds and these
dangling bonds correspond to high energy states. Therefore the total energy of
a small number of carbon atoms (30{100) is reduced by eliminating dangling
bonds, even at the expense of increasing the strain energy, thereby promoting
the formation of closed cage clusters such as fullerenes and carbon nanotubes.

The rolling of a single graphene layer, which is a hexagonal network of
carbon atoms, to form a carbon nanotube is reviewed in this volume in the in-
troductory chapter [12], and in the chapters by Louie [13] and Saito/Kataura
[14], where the two indices (n;m) that fully identify each carbon nanotube
are speci�ed [9,15]. Since nanotubes can be rolled from a graphene sheet in
many ways [9,15], there are many possible orientations of the hexagons on
the nanotubes, even though the basic shape of the carbon nanotube wall is
a cylinder.

A carbon nanotube is a graphene sheet appropriately rolled into a cylinder
of nanometer size diameter [13{15]. Therefore we can expect the planar sp2

bonding that is characteristic of graphite to play a signi�cant role in carbon
nanotubes. The curvature of the nanotubes admixes a small amount of sp3

bonding so that the force constants (bonding) in the circumferential direc-
tion are slightly weaker than along the nanotube axis. Since the single wall
carbon nanotube is only one atom thick and has a small number of atoms
around its circumference, only a few wave vectors are needed to describe the
periodicity of the nanotubes. These constraints lead to quantum con�nement
of the wavefunctions in the radial and circumferential directions, with plane
wave motion occurring only along the nanotube axis corresponding to a large
number or closely spaced allowed wave vectors. Thus, although carbon nan-
otubes are closely related to a 2D graphene sheet, the tube curvature and the
quantum con�nement in the circumferential direction lead to a host of prop-
erties that are di�erent from those of a graphene sheet. Because of the close
relation between carbon nanotubes and graphite, we review briey the struc-
ture and properties of graphite in this chapter. As explained in the chapter
by Louie [13], (n;m) carbon nanotubes can be either metallic (n �m = 3q,
q = 0; 1; 2; : : : ) or semiconducting (n � m = 3q � 1, q = 0; 1; 2; : : : ), the
individual constituents of multi-wall nanotubes or single-wall nanotube bun-
dles can be metallic or semiconducting [13,15]. These remarkable electronic
properties follow from the electronic structure of 2D graphite under the con-
straints of quantum con�nement in the circumferential direction [13].

Actual carbon nanotube samples are usually found in one of two forms:
(1) a multi-wall carbon nanotube (MWNT) consisting of a nested coaxial
array of single-wall nanotube constituents [16], separated from one another
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by approximately 0.34nm, the interlayer distance of graphite (see x3), and
(2) a single wall nanotube rope, which is a nanocrystal consisting of �10{
100 single wall nanotubes (SWNTs), whose axes are aligned parallel to one
another, and are arranged in a triangular lattice with a lattice constant that
is approximately equal to dt + ct, where dt is the nanotube diameter and ct
is approximately equal to the interlayer lattice constant of graphite.

3 Graphite

(a) (b)

B

A

B’

A’

Fig. 2. (a) The crystal structure of hexagonal single crystal graphite, in which the
two distinct planes of carbon hexagons called A and B planes are stacked in an
ABAB... sequence with P63=mmc symmetry. The notation for the A and B planes
is not to be confused with the two distinct atoms A and B on a single graphene
plane (note a rhombohedral phase of graphite with ABCABC... stacking also exists
[17]). (b) An STM image showing the trigonal network of highly oriented pyrolytic
graphite (HOPG) in which only one site of the carbon hexagonal network appears,
as for example, the B site, denoted by black balls in (a)

The ideal crystal structure of graphite (see Fig. 2) consists of layers in
which the carbon atoms are arranged in an open honeycomb network con-
taining two atoms per unit cell in each layer, labeled A and B. The stacking of
the graphene layers is arranged, such that the A and A0 atoms on consecutive
layers are on top of one another, but the B atoms in one plane are over the
unoccupied centers of the adjacent layers, and similarly for the B0 atoms on
the other plane [17]. This gives rise to two distinct planes, which are labeled
by A and B. These distinct planes are stacked in the `ABAB' Bernal stack-
ing arrangement shown in Fig. 2, with a very small in-plane nearest-neighbor
distance aC�C of 1.421�A, an in-plane lattice constant a0 of 2.462�A, a c-axis
lattice constant c0 of 6.708�A, and an interplanar distance of c0=2 = 3.354�A.
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This crystal structure is consistent with the D4
6h(P63=mmc) space group and

has four carbon atoms per unit cell, as shown in Fig. 2.

Since the in-plane C-C bond is very strong and the nearest-neighbor spac-
ing between carbon atoms in graphite is very small, the in-plane lattice con-
stant is quite stable against external perturbations. The nearest neighbor
spacing between carbon nanotubes is essentially the same as the interpla-
nar spacing in graphite (�3.4�A). One consequence of the small value of
aC�C in graphite is that impurity species are unlikely to enter the cova-
lently bonded in-plane lattice sites substitutionally (except for boron), but
rather occupy some interstitial position between the graphene layer planes
which are bonded by a weak van der Waals force. These arguments also apply
to carbon nanotubes and explain why the substitutional doping of individual
single wall carbon nanotubes with species other than boron is di�cult. The
weak interplanar bonding of graphite allows entire planes of dopant atoms or
molecules to be intercalated between the carbon layers to form intercalation
compounds. Also carbon nanotubes can adsorb dopant species on their exter-
nal and internal surfaces and in interstitial sites between adjacent nanotubes,
as is discussed in x7.

The graphene layers often do not stack perfectly and do not form the
perfect graphite crystal structure with perfect Bernal `ABAB' layer stack-
ing. Instead, stacking faults are often formed (meaning departures from the
ABAB stacking order). These stacking faults give rise to a small increase in
the interlayer distance from the value 3.354�A in 3D graphite until a value of
about 3.440�A is reached, at which interplanar distance, the stacking of the
individual carbon layers become uncorrelated with essentially no site bond-
ing between the carbon aatoms in the two layers. The resulting structure of
these uncorrelated 2D graphene layers is called turbostratic graphite [1,18].
Because of the di�erent diameters of adjacent cylinders of carbon atoms in
a multiwall carbon nanotube [15,16], the structural arrangement of the ad-
jacent carbon honeycomb cylinders is essentially uncorrelated with no site
correlation between carbon atoms on adjacent nanotubes. The stacking ar-
rangement of the nanotubes is therefore similar in behavior to the graphene
sheets in turbostratic graphite. Thus, perfect nanotube cylinders at a large
spatial separation from one another should be able to slide past one another
easily.

Of signi�cance to the properties expected for carbon nanotubes is the fact
that the electronic structure of turbostratic graphite, a zero gap semiconduc-
tor, is qualitatively di�erent from that of ideal graphite, a semimetal with a
small band overlap (0.04 eV). The electronic structure of a 2D graphene sheet
[15] is discussed elsewhere in this volume [14], where it is shown that the va-
lence and conduction bands of a graphene sheet are degenerate by symmetry
at the special point K at the 2D Brillouin zone corner where the Fermi level
in reciprocal space is located [19]. Metallic carbon nanotubes have an allowed
wavevector at the K-point and therefore are e�ectively zero gap semiconduc-
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tors like a 2D graphene sheet. However, semiconducting nanotubes do not
have an allowed wavevector at the K point (because of quantum con�nement
conditions in the circumferential direction) [14,15], thus resulting in an elec-
tronic band gap and semiconducting behavior, very di�erent from that of a
graphene sheet.

Several sources of crystalline graphite are available, but di�er somewhat
in their overall characteristics. Some discussion of this topic could be helpful
to readers since experimentalists frequently use these types of graphite sam-
ples in making comparisons between the structure and properties of carbon
nanotubes and sp2 graphite.

Natural single-crystal graphite akes are usually small in size (typically
much less than 0.1mm in thickness), and contain defects in the form of twin-
ning planes and screw dislocations, and also contain chemical impurities such
as Fe and other transition metals, which make these graphite samples less
desirable for certain scienti�c studies and applications.

A synthetic single-crystal graphite, called \kish" graphite, is commonly
used in scienti�c investigations. Kish graphite crystals form on the surface of
high carbon content iron melts and are harvested as crystals from such high
temperature solutions [20]. The kish graphite akes are often larger than
the natural graphite akes, which makes kish graphite the material of choice
when large single-crystal akes are needed for scienti�c studies. However,
these akes may contain impurities.

The most commonly used high-quality graphitic material today is highly
oriented pyrolytic graphite (HOPG), which is prepared by the pyrolysis of
hydrocarbons at temperatures of above 2000�C and the resulting pyrolytic
carbon is subsequently heat treated to higher temperatures to improve its
crystalline order [21,22]. When stress annealed above 3300�C, the HOPG ex-
hibits electronic, transport, thermal, and mechanical properties close to those
of single-crystal graphite, showing a very high degree of c-axis alignment. For
the high temperature, stress-annealed HOPG, the crystalline order extends to
about 1�m within the basal plane and to about 0.1�m along the c-direction.
This material is commonly used because of its good physical properties, high
chemical purity and relatively large sample sizes. Thin-�lm graphite materi-
als, especially those based on Kapton and Novax (polyimide) precursors, are
also prepared by a pyrolysis/heat treatment method, and are often used.

4 Graphite Whiskers

A graphite whisker is a graphitic material formed by rolling a graphene sheet
up into a scroll [23]. Except for the early work by Bacon [23], there is lit-
tle literature about graphite whiskers. Graphite whiskers are formed in a dc
discharge between carbon electrodes using 75{80V and 70{76A. In the arc
apparatus, the diameter of the positive electrode is smaller than that of the
negative electrode, and the discharge is carried out in an inert gas using a
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Fig. 3. Sketch illustrating the
morphology of vapor-grown car-
bon �bers (VGCF): (a) as-
deposited at 1100�C [1], (b) af-
ter heat treatment to 3000�C [1].
The morphologies for commercial
mesophase-pitch �bers are shown
in (c) for a \PAC-man" cross sec-
tion with a radial arrangement of
the straight graphene ribbons and
a missing wedge and (d) for a
PAN-AM cross-sectional arrange-
ment of graphene planes. In (e) a
PAN �ber is shown, with a cir-
cumferential arrangement of rib-
bons in the sheath region and a
random structure in the core

high gas pressure (92 atmospheres). As a result of this discharge, cylindri-
cal boules with a hard shell were formed on the negative electrode. When
these hard cylindrical boules were cracked open, scroll-like carbon whiskers
up to �3 cm long and 1{5�m in diameter were found protruding from the
fracture surfaces. The whiskers exhibited great crystalline perfection, high
electrical conductivity, and high elastic modulus along the �ber axis. Since
their discovery [23], graphite whiskers have provided the benchmark against
which the performance of carbon �bers is measured. The growth of graphite
whiskers by the arc method has many similarities to the growth of carbon
nanotubes [24], especially multiwall carbon nanotubes (MWNTs) which do
not require the use of a catalyst, except that graphite whiskers were grown
at a higher gas pressure than is commonly used for nanotube growth. While
MWNTs are generally found to be concentric cylinders of much smaller outer
diameter, some reports have been given of scroll-like structures with outer
diameters less than 100nm [23].

5 Carbon Fibers

Carbon �bers represent an important class of graphite-relatedmaterials which
are closely connected to carbon nanotubes, with regard to structure and prop-
erties. Despite the many precursors that can be used to synthesize carbon
�bers, each having di�erent cross-sectional morphologies (see Fig. 3), the pre-
ferred orientation of the graphene planes is parallel to the �ber axis for all
carbon �bers, thereby accounting for the high mechanical strength of carbon
�bers [1]. Referring to the various morphologies in Fig. 3, the as-prepared
vapor-grown �bers have an \onion skin" or \tree ring" morphology and after
heat treatment to about 2500�C bear a close resemblance to carbon nan-
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Fig. 4. (a) Carbon nanotube ex-
posed on the breakage edge of
a vapor grown carbon �ber as
grown (a) and heat-treated at
3000�C (b). The sample is frac-
tured by pulverization and the
core diameter is �5 nm. (b) These
photos suggest a structural dis-
continuity between the nanotube
core of the �ber and the outer car-
bon layers deposited by chemical
vapor deposition techniques. The
photos show the strong mechan-
ical properties of the nanotube
core which maintain its form af-
ter breakage of the periphery [26]

otubes [Fig. 3(a)]. After further heat treatment to about 3000�C, the outer
regions of the vapor grown carbon �bers form facets [Fig. 3(b)], and become
more like graphite because of the strong interplanar correlations resulting
from the facets. [1,25]. At the hollow core of a vapor grown carbon �ber is
a multiwall (and also a single wall) carbon nanotube (MWNT), as shown in
Fig. 4, where the MWNT is observed upon fracturing a vapor grown carbon
�ber [1]. Of all carbon �bers, the faceted vapor grown carbon �bers [Fig. 3(b)]
are closest to crystalline graphite in both crystal structure and properties.

The commercially available mesophase pitch-based �bers, are exploited
for their extremely high bulk modulus and high thermal conductivity, while
the commercial PAN (polyacrylonitrile) �bers are widely used for their high
tensile strength [1]. The high modulus of the mesophase pitch �bers is related
to the high degree of c-axis orientation of adjacent graphene layers, while the
high strength of the PAN �bers is related to defects in the structure. These
structural defects inhibit the slippage of adjacent graphene planes relative
to each other, and inhibit the sword-in-sheath failure mode (see Fig. 5) that
dominates the rupture of a vapor grown carbon �ber [1]. Typical diameters
for individual commercial carbon �bers are � 7 �m, and they can be very
long. These �bers are woven into bundles called tows and are then wound up
as a continuous yarn on a spool. The remarkable high strength and modulus
of carbon �bers (see Fig. 6) are responsible for most of the commercial in-
terest in these �bers and these superior mechanical properties (modulus and
tensile strength) should be compared to steel, for which typical strengths and
bulk modulus values are 1.4 and 207GPa, respectively [1]. The excellent me-
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Fig. 5. The sword-in-sheath fail-
ure mode of heat treated vapor
grown carbon �bers. Such failure
modes are also observed in multi-
wall carbon nanotubes [1]

Fig. 6. The breaking strength of
various types of carbon �bers
plotted as a function of Young's
modulus. Lines of constant strain
can be used to estimate the break-
ing strains [1,27,28].

chanical properties of carbon nanotubes are closely related to the excellent
mechanical properties of carbon �bers, though notable di�erences in behavior
are also found, such as the exibility of single wall carbon nanotubes and the
good mechanical properties of multiwall nanotubes (with only a few walls)
under compression, in contrast with carbon �bers which fracture easily under
compressive stress along the �ber axis.

Vapor-grown carbon �bers can be prepared over a wide range of diam-
eters (from �10nm to more than 100 �m) and these �bers have central
hollow cores. A distinction is made between vapor grown carbon �bers and
�bers with diameters in the range 10{100nm, which are called nano�bers,
and exhibit properties intermediate between those of typical vapor grown
carbon �bers, on the one hand, and MWNTs, on the other [24]. The prepa-
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ration of vapor grown carbon �bers is based on the growth of a thin hollow
tube of about 100nm diameter (a nano�ber) by a catalytic process based
on ultra-�ne particles (�10nm diameter) which have been super-saturated
with carbon from the pyrolysis of a hydrocarbon gas at �1050�C [1,29].
The thickening of the vapor-grown carbon �ber occurs through an epitax-
ial growth process, whereby the hydrocarbon gas is dehydrogenated at the
�1050�C growth temperature, and the carbon deposit is adsorbed on the
surface of the growing �ber. Subsequent heat treatment to �2500�C anneals
the disordered carbon deposit and results in vapor grown carbon �bers with a
tree ring coaxial cylinder morphology [29]. Further heat treatment to 2900�C
results in faceted �bers [see Fig. 3(b)] which exhibit structural and electronic
properties very close to those of single crystal graphite [1,29]. If the growth
process is stopped before the thickening step starts, MWNTs are obtained
[30].

These vapor grown carbon �bers show (h; k; l) x-ray di�raction lines in-
dicative of the 3D graphite structure and a semimetallic band overlap and
carrier density similar to 3D graphite. The infrared and Raman spectra are
essentially the same as that of 3D graphite. Vapor-grown carbon �bers and
nano�bers with micrometer and several tens of nanometer diameters, respec-
tively, provide intermediate materials between conventional mesophase pitch-
derived carbon �bers (see Fig. 3) and single wall carbon nanotubes. Since their
smallest diameters (�10nm) are too large to observe signi�cant quantum con-
�nement e�ects, it would be di�cult to observe band gaps in their electronic
structure, or the radial breathing mode in their phonon spectra. Yet subtle
di�erences are expected between nano�ber transport properties, electronic
structure and Raman spectra relative to the corresponding phenomena in
either MWNTs of graphitic vapor grown carbon �bers. At present, little is
known in detail about the structure and properties of nano�bers, except that
their properties are intermediate between those of vapor grown carbon �bers
and MWNTs.

5.1 History of Carbon Fibers in relation to Carbon Nanotubes

We provide here a brief review of the history of carbon �bers, the macroscopic
analog of carbon nanotubes, since carbon nanotubes have become the focus
of recent developments in carbon �bers.

The early history of carbon �bers was stimulated by needs for materi-
als with special properties, both in the 19th century and more recently after
World War II. The �rst carbon �ber was prepared by Thomas A. Edison
to provide a �lament for an early model of an electric light bulb. Specially
selected Japanese Kyoto bamboo �laments were used to wind a spiral coil
that was then pyrolyzed to produce a coiled carbon resistor, which could be
heated ohmically to provide a satisfactory �lament for use in an early model
of an incandescent light bulb [31]. Following this initial pioneering work by
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Edison, further research on carbon �laments proceeded more slowly, since car-
bon �laments were soon replaced by a more sturdy tungsten �lament in the
electric light bulb. Nevertheless research on carbon �bers and �laments pro-
ceeded steadily over a long time frame, through the work of Sch�utzenberger
and Sch�utzenberger (1890) [32], Pelabon [33], and others. Their e�orts were
mostly directed toward the study of vapor grown carbon �laments, showing
�lament growth from the thermal decomposition of hydrocarbons.

The second applications-driven stimulus to carbon �ber research came
in the 1950's from the needs of the space and aircraft industry for strong,
sti� light-weight �bers that could be used for building lightweight composite
materials with superior mechanical properties. This stimulation led to great
advances in the preparation of continuous carbon �bers based on polymer pre-
cursors, including rayon, polyacrylonitrile (PAN) and later mesophase pitch.
The late 1950's and 1960's was a period of intense activity at the Union Car-
bide Corporation, the Aerospace Corporation and many other laboratories
worldwide. This stimulation also led to the growth of a carbon whisker [23]
(see x4), which has become a benchmark for the discussion of the mechanical
and elastic properties of carbon �bers. The growth of carbon whiskers was
also inspired by the successful growth of single crystal whisker �laments at
that time for many metals such as iron, non-metals such as Si, and oxides
such as Al2O3, and by theoretical studies [34], showing superior mechanical
properties for whisker structures [35]. Parallel e�orts to develop new bulk syn-
thetic carbon materials with properties approaching single crystal graphite
led to the development of highly oriented pyrolytic graphite (HOPG) in 1962
by Ubbelohde and co-workers [36,37], and HOPG has since been used as one
of the benchmarks for the characterization of carbon �bers.

While intense e�ort continued toward perfecting synthetic �lamentary
carbon materials, and great progress was indeed made in the early 60's, it
was soon realized that long term e�ort would be needed to reduce �ber de-
fects and to enhance structures resistive to crack propagation. New research
directions were introduced because of the di�culty in improving the structure
and microstructure of polymer-based carbon �bers for high strength and high
modulus applications, and in developing graphitizable carbons for ultra-high
modulus �bers. Because of the desire to synthesize more crystalline �lamen-
tous carbons under more controlled conditions, synthesis of carbon �bers by
a catalytic chemical vapor deposition (CVD) process proceeded, laying the
scienti�c basis for the mechanism and thermodynamics for the vapor phase
growth of carbon �bers in the 1960's and early 1970's [1]. In parallel to these
scienti�c studies, other research studies focused on control of the process for
the synthesis of vapor grown carbon �ber [38{41], leading to the more recent
commercialization of vapor grown carbon �bers in the 1990's for various ap-
plications. Concurrently, polymer-based carbon �ber research has continued
worldwide, mostly in industry, with emphasis on greater control of processing
steps to achieve carbon �bers with ever-increasing modulus and strength, and
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Fig. 7. High resolution TEM micrograph
showing carbon nanotubes with diameters
less than 10 nm [42{45]

on �bers with special characteristics, such as very high thermal conductivity,
while decreasing costs of the commercial products.

As research on vapor grown carbon �bers on the micrometer scale pro-
ceeded, the growth of very small diameter �laments less than 10nm (see
Fig. 7), was occasionally observed and reported [42,43], but no detailed sys-
tematic studies of such thin �laments were carried out. An example of a very
thin vapor grown nano�ber along with a multiwall nanotube is shown in the
bright �eld TEM image of Fig. 7 [42{45].

Reports of thin �laments below 10nm inspired Kubo [46] to ask whether
there was a minimum dimension for such �laments. Early work [42,43] on
vapor grown carbon �bers, obtained by thickening �laments such as the �ber
denoted by VGCF (vapor grown carbon �ber) in Fig. 7, showed very sharp
lattice fringe images for the inner-most cylinders. Whereas the outermost
layers of the �ber have properties associated with vapor grown carbon �bers,
there may be a continuum of behavior of the tree rings as a function of diam-
eter, with the innermost tree rings perhaps behaving like carbon nanotubes.

Direct stimulus to study carbon �laments of very small diameters more
systematically [11] came from the discovery of fullerenes by Kroto and Smal-
ley [10]. In December 1990 at a carbon-carbon composites workshop, papers
were given on the status of fullerene research by Smalley [47], the discovery of
a new synthesis method for the e�cient production of fullerenes by Hu�man
[48], and a review of carbon �ber research by M.S. Dresselhaus [49]. Discus-
sions at the workshop stimulated Smalley to speculate about the existence
of carbon nanotubes of dimensions comparable to C60. These conjectures
were later followed up in August 1991 by discussions at a fullerene workshop
in Philadelphia [50] on the symmetry proposed for a hypothetical single-wall
carbon nanotubes capped at either end by fullerene hemispheres, with sugges-
tions on how zone folding could be used to examine the electron and phonon
dispersion relations of such structures. However, the real breakthrough on
carbon nanotube research came with Iijima's report of experimental obser-
vation of carbon nanotubes using transmission electron microscopy [11]. It
was this work which bridged the gap between experimental observation and
the theoretical framework of carbon nanotubes in relation to fullerenes and
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as theoretical examples of 1D systems. Since the pioneering work of Iijima
[11], the study of carbon nanotubes has progressed rapidly.

6 Liquid Carbon

Liquid carbon refers to the liquid phase of carbon resulting from the melting
of pure carbon in a solid phase (graphite, diamond, carbon �bers or a variety
of other carbons). The phase diagram for carbon shows that liquid carbon
is stable at atmospheric pressure only at very high temperatures (the melt-
ing point of graphite Tm �4450K) [4]. Since carbon has the highest melting
point of any elemental solid, to avoid contamination of the melt, the crucible
in which the carbon is melted must itself be made of carbon, and su�cient
heat must be focused on the sample volume to produce the necessary temper-
ature rise to achieve melting [8,51]. Liquid carbon has been produced in the
laboratory by the laser melting of graphite, exploiting the poor interplanar
thermal conductivity of the graphite [8], and by resistive heating [52], the
technique used to establish the metallic nature of liquid carbon.

Although diamond and graphite may have di�erent melting temperatures,
it is believed that the same liquid carbon is obtained upon melting either
solid phase. It is likely that the melting of carbon nanotubes also forms
liquid carbon. Since the vaporization temperature for carbon (�4700K) is
only slightly higher than the melting point (�4450K), the vapor pressure
over liquid carbon is high. The high vapor pressure and the large carbon{
carbon bonding energy make it energetically favorable for carbon clusters
rather than independent atoms to be emitted from a molten carbon surface
[53]. Energetic considerations suggest that some of the species emitted from
a molten carbon surface have masses comparable to those of fullerenes [51].
The emission of fullerenes from liquid carbon is consistent with the graphite
laser ablation studies of Kroto, Smalley, and co-workers [10].

Resistivity measurements on a variety of vapor grown carbon �bers pro-
vided important information about liquid carbon. In these experiments �bers
were heated resistively by applying a single 28�s current pulse with currents
up to 20A [52]. The temperature of the �ber as a function of time was deter-
mined from the energy supplied in the pulse and the measured heat capacity
for bulk graphite [54] over the temperature range up to the melting point,
assuming that all the power dissipated in the current pulse was converted
into thermal energy in the �ber. The results in Fig. 8 for well-graphitized
�bers (heat treatment temperatures THT = 2300�C, 2800�C) show an ap-
proximately linear temperature dependence for the resistivity �(T ) up to the
melting temperature, where �(T ) drops by nearly one order of magnitude,
consistent with metallic conduction in liquid carbon (see Fig. 8). This �g-
ure further shows that both pregraphitic vapor grown carbon �bers (THT =
1700�C, 2100�C), which are turbostratic and have small structural coherence
lengths, and well graphitized �bers, all show the same behavior in the liquid
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phase, although their measured �(T ) functional forms in the solid phase are
very di�erent. Measurements of the resistance of a carbon nanotube through
the melting transition have not yet been carried out.

Fig. 8. The electrical resistivity vs temperature for vapor grown carbon �bers with
various heat treatment temperatures (THT = 1700, 2100, 2300, 2800�C). The sharp
decrease in �(T ) above �4000K is identi�ed with the melting of the carbon �bers.
The measured electrical resistivity for liquid carbon is shown [52]

7 Graphite Intercalation Compounds

Because of the weak van der Waals interlayer forces associated with the sp2

bonding in graphite, graphite intercalation compounds (GICs) may be formed
by the insertion of layers of guest species between the layers of the graphite
host material [56,57], as shown schematically in Fig. 9. The guest species
may be either atomic or molecular. In the so-called donor GICs, electrons are
transferred from the donor intercalate species (such as a layer of the alkali
metal potassium) into the graphite layers, thereby raising the Fermi level EF
in the graphitic electronic states, and increasing the mobile electron concen-
tration by two or three orders of magnitude, while leaving the intercalate
layer positively charged with low mobility carriers. Conversely, for acceptor
GICs, electrons are transferred to the intercalate species (which is usually
molecular) from the graphite layers, thereby lowering the Fermi level EF in
the graphitic electronic states and creating an equal number of positively
charged hole states in the graphitic �-band. Thus, electrical conduction in
GICs (whether they are donors or acceptors) occurs predominantly in the
graphene layers and as a result of the charge transfer between the intercalate
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Fig. 9. Schematic model for a graphite in-
tercalation compound showing the stack-
ing of graphite layers (networks of
hexagons on a sheet) and of intercalate
(e.g., potassium) layers (networks of large
hollow balls). For this stage 1 compound,
each carbon layer is separated by an inter-
calate layer [55].

and host layers. The electrical conductivity between adjacent graphene layers
is very poor. Among the GICs, Li-based GICs are widely commercialized in
Li-ion secondary batteries for cell phones, personal computers, and electric
vehicle batteries [58].

Carbon nanotubes also provide a host material for intercalation of donors
(e.g., alkali metals) or acceptors (e.g., halogens such as bromine and iodine).
In the case of nanotubes, the guest species is believed to decorate the exte-
rior of the single wall nanotubes, and also to enter the hollow cores of the
nanotubes. A similar charge transfer process is observed for alkali metals
and halogens in SWNTs, based on measuring the downshifts and upshifts in
the characteristic Raman G-band mode frequencies, similar to the standard
characterization techniques previously developed for GICs [9,56]. Also, the
distances of the dopants to the nearest-neighbor carbon atoms are similar
for doped carbon nanotubes and for GICs [9,56]. Practical applications of
intercalated carbon nanotubes are also expected in analogy with Li-GICs,
especially for super high capacity batteries.
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Abstract. This chapter presents a review of various growth methods for car-
bon nanotubes. Recent advances in nanotube growth by chemical vapor deposition
(CVD) approaches are summarized. CVD methods promise to produce high qual-
ity nanotube materials at large scales. Moreover, controlled CVD growth strategies
on catalytically patterned substrates yield ordered nanotube architectures and in-
tegrated devices that are useful for fundamental characterizations and potential
applications of nanotube molecular wires.

1 Introduction

In 1991, Iijima of the NEC Laboratory in Japan reported the �rst observa-
tion of multi-walled carbon nanotubes (MWNT) in carbon-soot made by arc-
discharge [1]. About two years later, he made the observation of single-walled
nanotubes (SWNTs) [2]. The past decade witnessed signi�cant research ef-
forts in e�cient and high-yield nanotube growth methods. The success in
nanotube growth has led to the wide availability of nanotube materials, and
is a main catalyst behind the recent growth in basis physics studies and
applications of nanotubes.

The electrical and mechanical properties of carbon nanotubes have cap-
tured the attention of researchers worldwide. Understanding these properties
and exploring their potential applications have been a main driving force
for this area. Besides the unique and useful structural properties, a nan-
otube has high Young's modulus and tensile strength. A SWNT can behave
as a well-de�ned metallic, semiconducting or semi-metallic wire depending
on two key structural parameters, chirality and diameter [3]. Nanotubes are
ideal systems for studying the physics in low dimensions. Theoretical and ex-
perimental work have focused on the relationship between nanotube atomic
structures with electronic structures, electron-electron and electron-phonon
interaction e�ects [4]. Extensive e�ort has been taken to investigate the me-
chanical properties of nanotubes including Young's modulus, tensile strength,
failure processes and mechanisms. An intriguing fundamental question has
been how mechanical deformation in a nanotube a�ects its electrical prop-
erties. In recent years, research work addressing these basic problems has
generated signi�cant excitement in the area of nanoscale science.

Nanotubes can be utilized individually or as an ensemble to build func-
tional device prototypes, as has been demonstrated by many research groups.
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Ensembles of nanotubes have been used for �eld emission based at-panel
display, composite materials with improved mechanical properties and elec-
tromechanical actuators. Bulk quantities of nanotubes have also been sug-
gested as high-capacity hydrogen storage media. Individual nanotubes have
been used for �eld emission sources, tips for scanning probe microscopy and
nano-tweezers. Nanotubes can also be used as the central elements of elec-
tronic devices including �eld e�ect transistors, single-electron transistors and
rectifying diodes.

The full potential of nanotubes for applications will not be realized until
the growth of nanotubes can be well controlled. Real-world applications of
nanotubes require either large quantities of bulk materials or device integra-
tion in scale-up fashions. For applications such as composites and hydrogen
storage, it is desired to obtain high quality nanotubes at the kilogram or
ton level using growth methods that are simple, e�cient and inexpensive.
For devices such as nanotube based electronics, scale-up will unavoidably
rely on some sort of self-assembly or controlled growth strategies on surfaces
combined with microfabrication techniques. Signi�cant work has been car-
ried out in recent years to tackle these issues. Nevertheless, many challenges
remain in the nanotube growth area. First, an e�cient growth approach to
structurally perfect nanotubes large scales is still lacking. Second, growing
defect-free nanotubes continuously to macroscopic lengths has been di�cult.
Third, one needs to learn how to gain exquisite control over nanotube growth
on surfaces and obtain large-scale ordered nanowire structures. Finally, there
is the seemingly formidable task of controlling the chirality of SWNTs by any
existing growth method.

This chapter summarizes the progress made in recent years in carbon
nanotube growth by various methods including arc-discharge, laser ablation
and chemical vapor deposition. The growth of nanotube materials by chemical
vapor deposition (CVD) in bulk and on substrates will be focused on. We
will show that CVD growth methods are highly promising for scale-up of
defect-free nanotube materials, and enable controlled nanotube growth on
surfaces. Catalytic patterning combined with CVD growth represents a novel
approach to ordered nanowire structures that can be addressed and utilized.

2 Nanotube Growth Methods

2.1 Arc-discharge and laser ablation

Arc-discharge and laser ablation methods for the growth of nanotubes have
been actively pursued in the past ten years. Both methods involve the conden-
sation of carbon atoms generated from evaporation of solid carbon sources.
The temperatures involved in these methods are close to the melting tempera-
ture of graphite, 3000-4000 oC. In arc-discharge, carbon atoms are evaporated
by plasma of helium gas ignited by high currents passed through opposing
carbon anode and cathode (�gure 1a). Arc-discharge has been developed into
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an excellent method for producing both high quality multi-walled nanotubes
and single-walled nanotubes. MWNTs can be obtained by controlling the
growth conditions such as the pressure of inert gas in the discharge cham-
ber and the arcing current. In 1992, a breakthrough in MWNT growth by
arc-discharge was �rst made by Ebbesen and Ajayan who achieved growth
and puri�cation of high quality MWNTs at the gram level [5]. The synthe-
sized MWNTs have lengths on the order of ten microns and diameters in the
range of 5-30 nm. The nanotubes are typically bound together by strong van
der Waals interactions and form tight bundles. MWNTs produced by arc-
discharge are very straight, which is indicative of their high crystallinity. For
as grown materials, there are few defects such as pentagons or heptagons ex-
isting on the sidewalls of the nanotubes. The by-product of the arc-discharge
growth process are multi-layered graphitic particles in polyhedron shapes.
Puri�cation of MWNTs can be achieved by heating the as grown material
in an oxygen environment to oxidize away the graphitic particles [5]. The
polyhedron graphitic particles exhibit higher oxidation rate than MWNTs;
nevertheless, the oxidation puri�cation process also removes an appreciable
amount of nanotubes.

For the growth of single-walled tubes, a metal catalyst is needed in the
arc-discharge system. The �rst success in producing substantial amounts of
SWNTs by arc-discharge was achieved by Bethune and coworkers in 1993 [6].
They used a carbon anode containing a small percentage of cobalt catalyst
in the discharge experiment, and found abundant SWNTs generated in the
soot material. The growth of high quality SWNTs at the 1-10 gram scale
was achieved by Smalley and coworkers using a laser ablation (laser oven)
method (�gure 1b) [7]. The method utilized intense laser pulses to ablate a
carbon target containing 0.5 atomic percent of nickel and cobalt. The target
was placed in a tube-furnace heated to 1200 oC. During laser ablation, a
ow of inert gas was passed through the growth chamber to carry the grown
nanotubes downstream to be collected on a cold �nger. The produced SWNTs
are mostly in the form of ropes consisting of tens of individual nanotubes
close-packed into hexagonal crystals via van der Waals interactions (�gure 2).
The optimization of SWNT growth by arc-discharge was achieved by Journet
and coworkers using a carbon anode containing 1.0 atomic percentage of
yttrium and 4.2 atomic percent of nickel as catalyst [8].

In SWNT growth by arc-discharge and laser ablation, typical by-products
include fullerenes, graphitic polyhedrons with enclosed metal particles, and
amorphous carbon in the form of particles or overcoating on the sidewalls of
nanotubes. A puri�cation process for SWNT materials has been developed
by Smalley and coworkers [9] and is now widely used by many researchers.
The method involves reuxing the as-grown SWNTs in a nitric acid solution
for an extended period of time, oxidizing away amorphous carbon species and
removing some of the metal catalyst species.
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Fig. 1. Schematic
experimental setups
for nanotube growth
methods

The success in producing high quality SWNT materials by laser-ablation
and arc-discharge has led to wide availability of samples useful for studying
fundamental physics in low dimensional materials and exploring their appli-
cations.

2.2 Chemical vapor deposition

General approach and mechanism Chemical vapor deposition (CVD)
methods have been successful in making carbon �ber, �lament and nanotube
materials since more than ten years ago [10{19]. A schematic experimen-
tal setup for CVD growth is depicted in �gure 1c. The growth process in-
volves heating a catalyst material to high temperatures in a tube furnace and
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Fig. 2. Single-walled
nanotubes grown by
laser ablation (cour-
tesy of Prof. R. Smal-
ley)

owing a hydrocarbon gas through the tube reactor over a period of time.
Materials grown over the catalyst are collected upon cooling the system to
room temperature. The key parameters in nanotube CVD growth are the
types of hydrocarbons, catalysts and growth temperature. The active cat-
alytic species are typically transition-metal nanoparticles that are formed on
a support material such as alumina. The general nanotube growth mecha-
nism (�gure 3) in a CVD process involves the dissociation of hydrocarbon
molecules catalyzed by the transition metal, and dissolution and saturation
of carbon atoms in the metal nanoparticle. The precipitation of carbon from
the saturated metal particle leads to the formation of tubular carbon solids in
sp2 structure. Tubule formation is favored over other forms of carbon such as
graphitic sheets with open edges. This is because a tube contains no dangling
bonds and therefore is in a low energy form. For MWNT growth, most of the
CVD methods employ ethylene or acetylene as the carbon feedstock and the
growth temperature is typically in the range of 550-750 oC. Iron, nickel or
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cobalt nanoparticles are often used as catalyst. The rational for choosing
these metals as catalyst for CVD growth of nanotubes lies in the phase di-
agrams for the metals and carbon. At high temperatures, carbon has �nite
solubility in these metals, which leads to the formation of metal-carbon solu-
tions and therefore the aforementioned growth mechanism. Noticeably, iron,
cobalt and nickel are also the favored catalytic metals used in laser ablation
and arc-discharge. This simple fact may hint that the laser, discharge and
CVD growth methods may share a common nanotube growth mechanism,
although very di�erent approaches are used to provide carbon feedstock.

Fig. 3. Two general
growth modes of nan-
otube in chemical va-
por deposition. Left
diagram: base growth
mode. Right diagram:
tip growth mode

A major pitfall for CVD grownMWNTs has been the high defect densities
in their structures. The defective nature of CVD grown MWNTs remains
to be thoroughly understood, but is most likely be due to the relatively
low growth temperature, which does not provide su�cient thermal energy
to anneal nanotubes into perfectly crystalline structures. Growing perfect
MWNTs by CVD remains a challenge to this day.

Single-walled nanotube growth and optimization For a long time,
arc-discharge and laser-ablation have been the principal methods for obtain-
ing nearly perfect single-walled nanotube materials. There are several issues
concerning these approaches. First, both methods rely on evaporating car-
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bon atoms from solid carbon sources at � 3000 oC, which is not e�cient
and limits the scale-up of SWNTs. Secondly, the nanotubes synthesized by
the evaporation methods are in tangled forms that are di�cult to purify,
manipulate and assemble for building addressable nanotube structures.

Recently, growth of single-walled carbon nanotubes with structural per-
fection was enabled by CVD methods. We found that by using methane as
carbon feedstock, reaction temperatures in the range of 850-1000 oC and
suitable catalyst materials, one can grow high quality SWNT materials by a
simple CVD process [20{23]. High temperature is necessary to form SWNTs
that have small diameters and thus high strain energies, and allow for nearly-
defect free nanotube structures. Among all hydrocarbon molecules, methane
is the most stable at high temperatures against self-decomposition. Therefore,
catalytic decomposition of methane by the transition-metal catalyst particles
is the dominant process in SWNT growth. The choice of carbon feedstock is
thus one of the key elements to the growth of high quality SWNTs containing
no defects and amorphous carbon over-coating. Another CVD approach to
SWNTs was reported by Smalley and coworkers who used ethylene as car-
bon feedstock and growth temperature around 800 oC [24]. In this case, low
partial-pressure ethylene was employed in order to reduce amorphous carbon
formation due to self-pyrolysis/dissociation of ethylene at the high growth
temperature.

Gaining an understanding of the chemistry involved in the catalyst and
nanotube growth process is critical to enable materials scale-up by CVD [22].
The choice of many of the parameters in CVD requires to be rationalized in
order to optimize the materials growth. Within the methane CVD approach
for SWNT growth, we have found that the chemical and textural proper-
ties of the catalyst materials dictate the yield and quality of SWNTs. This
understanding has allowed optimization of the catalyst material and thus
the synthesis of bulk quantities of high yield and quality SWNTs [22]. We
have developed a catalyst consisting of Fe/Mo bimetallic species supported
on a sol-gel derived alumina-silica multicomponent material. The catalyst
exhibits a surface are of approximately 200 m2/g and mesopore volume of
0.8 mL/g. Shown in �gure 4 are transmission electron microscopy (TEM)
and scanning electron microscopy (SEM) images of SWNTs synthesized with
bulk amounts of this catalyst under the typical methane CVD growth condi-
tions for 15 min (methane ow rate = 1000mL/min through a 1 inch quartz
tube reactor heated to 900 oC). The data illustrates remarkable abundance
of individual and bundled SWNTs. Evident from the TEM image is that the
nanotubes are free of amorphous carbon coating throughout their lengths.
The diameters of the SWNTs are dispersed in the range of 0.7 - 5 nm with a
peak at 1.7 nm. Weight gain studies found that the yield of nanotubes is up
to 45 wt% (1 gram of catalyst yields 0.45 gram of SWNT).

Catalyst optimization is based on the �nding through our systematic stud-
ies that a good catalyst material for SWNT synthesis must exhibit strong
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Fig. 4. Bulk SWNT
materials grown by
chemical vapor de-
position of methane.
(a) A low magni�ca-
tion TEM image. (b)
A high magni�cation
TEM image. (c) An
SEM image of the as
grown material

metal-support interactions, possess a high surface area and large pore vol-
ume. Moreover, these textural characteristics should remain intact at high
temperatures without being sintered [22]. Also, it is found that alumina ma-
terials are generally far superior catalyst supports than silica. The strong
metal-support interactions allow high metal dispersion and thus a high den-
sity of catalytic sites. The interactions prevent metal-species from aggregating
and forming unwanted large particles that could yield to graphitic particles
or defective multi-walled tube structures. High surface area and large pore
volume of the catalyst support facilitate high-yield SWNT growth, owing to
high densities of catalytic sites made possible by the former and rapid dif-
fusion and e�cient supply of carbon feedstock to the catalytic sites by the
latter.

Mass-spectral study of the e�uent of the methane CVD system has been
carried out in order to investigate the molecular species involved in the nan-
otube growth process [25]. Under the typical high temperature CVD growth
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condition, mass-spectral data (�gure 5) reveals that the e�uent consists
of mostly methane, with small concentrations of H2, C2 and C3 hydrocar-
bon species also detected. However, measurements made with the methane
source at room temperature also reveals similar concentrations of H2 and C2-
C3 species as in the e�uent of the 900 oC CVD system. This suggests that
the H2 and C2-C3 species detected in the CVD e�uent are due to impuri-
ties in the methane source being used. Methane in fact undergoes negligible
self-pyrolysis under typical SWNT growth conditions. Otherwise, one would
observe appreciable amounts of H2 and higher hydrocarbons due to methane
decomposition and reactions between the decomposed species. This result is
consistent with the observation that the SWNTs produced by methane CVD
under suitable conditions are free of amorphous carbon over-coating.

Fig. 5. Mass spec-
trum recorded with
the e�uent of the
methane CVD system
at 900oC

The methane CVD approach should have signi�cant potential in enabling
scale-up of defect-free nanotube materials to the kilogram or even ton level. Is
it possible to enable 1 g of catalyst producing 10, 100 g or even more SWNTs?
To address this question, one needs to rationally design and create new types
of catalyst materials with exceptional catalytic activities, and explore obtain-
ing the highest possible active catalytic sites for nanotube nucleation with
a given amount of catalyst, and also growing nanotubes continuously into
macroscopic lengths.

A signi�cant progress was made recently by Liu and coworkers in ob-
taining an exceptionally active catalyst for methane CVD growth of SWNTs
[26]. Liu used sol-gel synthesis and supercritical drying to produce a Fe/Mo
catalyst supported on alumina aerogel. The catalyst exhibits an ultra-high
surface area (� 540 m2/g) and large mesopore volume (� 1.4 mL/g), as a
result of supercritical drying in preparing the catalyst. Under supercritical
conditions, capillary forces that tend to collapse pore structures are absent
as liquid and gas phases are indistinguishable. Using the aerogel catalyst,
Liu and coworkers were able to obtain � 200% yield (1 g of catalyst yield-
ing 2 g of SWNTs) of high quality nanotubes by methane CVD. Evidently,
this is a substantial improvement over previous results, and is an excellent
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demonstration that understanding and optimization of the catalyst can lead
to scale-up of perfect SWNT materials by CVD methods.

The growth of bulk amounts of SWNT materials by methane CVD has
been pursued by other groups. Rao and coworkers used a catalyst based
on mixed oxide spinels to growth SWNTs [27]. The authors found that good
quality and yield of nanotubes were obtainable with FeCo alloy nanoparticles.
Colomer and coworkers recently reported the growth of bulk quantities of
SWNTs by CVD of methane using a cobalt catalyst supported on magnesium
oxide [28]. They also found that the produced SWNTs can be separated from
the support material by acidic treatment to yield a product with about 70-
80% of SWNTs.

Growth mode of single-walled nanotubes in CVD The states of nan-
otube ends often contain rich information about nanotube growth mecha-
nisms [22]. High resolution TEM imaging of the SWNTs synthesized by the
methane CVD method frequently observed closed tube ends that are free of
encapsulated metal particles as shown in �gure 6. The opposite ends were typ-
ically found embedded in the catalyst support particles when imaged along
the lengths of the nanotubes. These observations suggest that SWNTs grow
in the methane CVD process predominantly via the base-growth process as
depicted in �gure 3 [10,14,16,22,29]. The �rst step of the CVD reaction in-
volves the absorption and decomposition of methane molecules on the sur-
face of transition-metal catalytic nanoparticles on the support surface. Sub-
sequently, carbon atoms dissolve and di�use into the nanoparticle interior
to form a metal-carbon solid state solution. Nanotube growth occurs when
supersaturation leads to carbon precipitation into a crystalline tubular form.
The size of the metal catalyst nanoparticle generally dictates the diameter of
the synthesized nanotube. In the base-growth mode, the nanotube lengthens
with a closed-end, while the catalyst particle remains on the support surface.
Carbon feedstock is thus supplied from the 'base' where the nanotube inter-
faces with the anchored metal catalyst. Base-growth operates when strong
metal-support interactions exist so that the metal species remain pinned on
the support surface. In contrast, in the tip-growth mechanism, the nanotube
lengthening involves the catalyst particle lifted o� from the support and
carried along at the tube end. The carried-along particle is responsible for
supplying carbon feedstock needed for the tube growth. This mode operates
when the metal-support interaction is weak [22].

In the methane CVD method, we have found that enhancing metal-
support interactions leads to signi�cant improvement in the performance of
the catalyst material in producing high yield SWNTs [22]. This is due to
the increased catalytic sites that favor base-mode nanotube growth. On the
other hand, catalysts with weak metal-support interactions lead to aggrega-
tion of metal species and reduced nanotube yield and purity. Large metal
particles due to the aggregation often lead to the growth of multi-layered



Nanotube Growth and Characterization 39

Fig. 6. TEM images of the ends of SWNTs grown by CVD

graphitic particles or defective multi-walled tube structures. Metal-support
interactions are highly dependent on the type of support materials and the
type of metal precursor being used in preparing the catalyst [22].

2.3 Gas phase catalytic growth

It has also been demonstrated that catalytic growth of SWNTs can be grown
by reacting hydrocarbons or carbon monoxide with catalyst particles gener-
ated in-situ. Cheng and coworkers reported a method that employs benzene
as the carbon feedstock, hydrogen as the carrier gas, and ferrocene as the
catalyst precursor for SWNT growth [30]. In this method, ferrocene is vapor-
ized and carried into a reaction tube by benzene and hydrogen gases. The
reaction tube is heated at 1100-1200 oC. The vaporized ferrocene decomposes
in the reactor, which leads to the formation of iron particles that can catalyze
the growth of SWNTs. With this approach however, it is not clear whether
amorphous carbon generation is a serious problem, as benzene pyrolysis is
expected to be signi�cant at 1200 oC. Smalley and coworkers has developed
a gas phase catalytic process to grow bulk quantities of SWNTs [31]. The
carbon feedstock is carbon monoxide (CO) and the growth temperature is in
the range of 800-1200 oC. Catalytic particles for SWNT growth are generated
in-situ by thermal decomposition of iron pentacarbonyl in a reactor heated to
high growth temperatures. Carbon monoxide provides the carbon feedstock
for the growth of nanotubes o� the iron catalyst particles. CO is very stable
and does not produce appreciable amounts of unwanted amorphous carbona-
ceous material at high temperatures. However, this also indicates that CO is
not an e�cient carbon source for nanotube growth. To enhance the CO car-
bon feedstock, Smalley and coworkers have used high pressures of CO (up to
10 atm) to signi�cantly speed up the disproportionation of CO molecules into
carbon, and thus increase the yield of SWNTs. The SWNTs produced this



40 Dai

way are as small as 0.7 nm in diameter, the same as that of a C60 molecule.
The authors have also found that the yield of SWNTs can be increased by
introducing a small concentration of methane into their CO high pressure
reactor at 1000-1100 oC growth temperatures. Methane provides a more ef-
�cient carbon source than CO and does not undergo appreciable pyrolysis
under these conditions. The high pressure CO catalytic growth approach is
promising for bulk production of single-walled carbon nanotubes.

3 Controlled Nanotube Growth by Chemical Vapor

Deposition

3.1 Aligned Multi-Walled Nanotubes Structures

Recent research activities in CVD nanotube growth are also sparked by the
idea that aligned and ordered nanotube structures can be grown on surfaces
with control that is not possible with arc-discharge or laser ablation tech-
niques [23,32]. Methods that have been developed to obtain aligned multi-
walled nanotubes include CVD growth of nanotubes in the pores of meso-
porous silica, an approach developed by Xie's group at the Chinese Academy
of Science [33,34]. The catalyst used in this case is iron oxide particles created
in the pores of silica, the carbon feedstock is 9% acetylene in nitrogen at an
overall 180 torr pressure, and the growth temperature is 600 oC. Remarkably,
nanotubes with lengths up to mili-meters are made (�gure 7a) [34]. Ren has
been able to grow relatively large-diameter MWNTs forming oriented 'forests'
(�gure 7b) on glass substrates using a plasma assisted CVD method with
nickel as the catalyst and acetylene as the carbon feedstock around 660 oC
[35].

Our group has been devising growth strategies for ordered multi-walled
and single-walled nanotube architectures by CVD on catalytically patterned
substrates [23,32]. We have found that multi-walled nanotubes can self-assemble
into aligned structures as they grow, and the driving force for self-alignment
is the Van der Waals interactions between nanotubes [36]. The growth ap-
proach involves catalyst patterning and rational design of the substrate to
enhance catalyst-substrate interactions and control the catalyst particle size.
Porous silicon is found to be an ideal substrate for this approach and can
be obtained by electrochemical etching of n-type silicon wafers in hydrou-
oric acid/methanol solutions. The resulting substrate consisted of a thin
nanoporous layer (pore size � 3 nm) on top of a macroporous layer (with
submicron pores). Squared catalyst patterns on the porous silicon substrate
are obtained by evaporating a 5 nm thick iron �lm through a shadow mask
containing square openings. CVD growth with the substrate is carried out at
700 oC under an ethylene ow of 1000 mL/min for 15 to 60 minutes. Figure 8
shows SEM images of regularly positioned arrays of nanotube towers grown
from patterned iron squares on a porous silicon substrates. The nanotube
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Fig. 7. Aligned
multi-walled nan-
otubes grown by
CVD methods. (a)
An ultra-long aligned
nanotube bundle
(courtesy of Dr. S.
Xie). (b) An oriented
MWNT forest grown
on glass substrate
(courtesy of Dr. Z.
Ren)

towers exhibit very sharp edges and corners with no nanotubes branching
away from the blocks. The high resolution SEM image (�gure 8c) reveals
that the MWNTs (�gure 8c inset) within each block are well aligned along
the direction perpendicular to the substrate surface. The length of the nan-
otubes and thus the height of the towers can be controlled in the range of
10 - 240 �m by varying the CVD reaction time. The width of the towers
is controlled by the size of the openings in the shallow mask. The smallest
self-oriented nanotube towers synthesized by this method are 2 �m x 2 �m.

The mechanism of nanotube self-orientation involves the nanotube base-
growth mode [36]. Since the nanoporous layer on the porous silicon substrate
serves as an excellent catalyst support, the iron catalyst nanoparticles formed
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Fig. 8. Self-oriented MWNT arrays grown by CVD on a catalytically patterned
porous silicon substrate. (a) SEM image of tower structures consisted of aligned
nanotubes. (b) SEM image of the side view of the towers. (c) A high magni�cation
SEM image showing aligned nanotubes in a tower. Inset: TEM image showing two
MWNTs bundling together. (d) Schematic diagram of the growth process

on the nanoporous layer interact strongly with the substrate and remain
pinned on the surface. During CVD growth, the outermost walls of nan-
otubes interact with their neighbors via van der Waals forces to form a rigid
bundle, which allows the nanotubes to grow perpendicular to the substrate
(�gure 8d). The porous silicon substrates exhibit important advantages over
plain silicon substrates in the synthesis of self-aligned nanotubes. Growth on
substrates containing both porous silicon and plain silicon portions �nds that
nanotubes grow at a higher rate (in terms of length/min) on porous silicon
than on plain silicon. This suggests that ethylene molecules can permeate
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through the macroporous silicon layer (�gure 8d) and thus e�ciently feed
the growth of nanotubes within the towers. The nanotubes grown on porous
silicon substrates have diameters in a relatively narrow range since cata-
lyst nanoparticles with a narrow size distribution are formed on the porous
supporting surface, and the metal-support interactions prevent the catalytic
metal particles from sintering at elevated temperatures during CVD.

3.2 Directed Growth of Single-walled nanotubes

Ordered, single-walled nanotube structures can be directly grown by methane
CVD on catalytically patterned substrates. A method has been devised by
us to grow suspended SWNT networks with directionality on substrates con-
taining lithographically patterned silicon pillars [25,37]. Contact printing is
used to transfer catalyst materials onto the tops of pillars selectively. CVD
of methane using the substrates leads to suspended SWNTs forming nearly
ordered networks with the nanotube orientations directed by the pattern of
the pillars (�gure 9).

Fig. 9. Directed growth of suspended SWNT. (a) A nanotube power-line structure.
(b) A square of nanotubes. (c) An extensive network of suspended SWNTs



44 Dai

The growth approach starts with developing a liquid-phase catalyst pre-
cursor material that has the advantage over solid-state supported catalysts
in allowing the formation of uniform catalyst layers and large-scale catalytic
patterning on surfaces [25,37]. The precursor material consists of a triblock
copolymer, aluminum, iron and molybdenum chlorides in mixed ethanol and
butanol solvents. The aluminum chloride provides an oxide framework when
oxidized by hydrolysis and calcination in air. The triblock copolymer directs
the structure of the oxide framework and leads to a porous catalyst structure
upon calcination. The iron chloride can lead to catalytic particles needed for
the growth of SWNTs in methane CVD. The catalyst precursor material is
spun into a thin �lm on a poly-dimethyl siloxane (PDMS) stamp, followed
by contact-printing to transfer the catalyst precursor selectively onto the
tops of pillars pre-fabricated on a silicon substrate. The stamped substrate
is calcined and then used in CVD growth.

Remarkably, the SWNTs grown from the pillar tops tend to direct from
pillar to pillar. Well-directed SWNT bridges are obtained in an area of the
substrate containing isolated rows of pillars as shown in �gure 9a, where
suspended tubes forming a power-line like structure can be seen. In an area
containing towers in a square con�guration, a square of suspended nanotube
bridges is obtained (�gure 9b). Suspended SWNTs networks extending a
large area of the substrate are also formed (�gures 9c). Clearly, the directions
of the SWNTs are determined by the pattern of the elevated structures on
the substrate. Very few nanotubes are seen to extend from pillars and rest
on the bottom surface of the substrate.

The directed growth can be understood by considering the SWNT growth
process on the designed substrates [25]. Nanotubes are nucleated only on the
tower-tops since the catalytic stamping method does not place any catalyst
materials on the substrate below. As the SWNTs lengthen, the methane
ow keeps the nanotubes oating and waving in the 'wind' since the ow
velocity near the bottom surface is substantially lower than that at the level
of the tower-tops. This prevents the SWNTs from being caught by the bottom
surface. The nearby towers on the other hand provide �xation points for the
growing tubes. If the waving SWNTs contact adjacent towers, the tube-tower
van der Waals interactions will catch the nanotubes and hold them aloft.

Growing defect-free nanotubes continuously to macroscopic lengths has
been a challenging task. In general, continuous nanotube growth requires
the catalytic sites for SWNTs remaining active inde�nitely. Also, the carbon
feedstock must be able to reach and feed into the catalytic sites e�ciently.
For CVD growth approaches, this means that catalyst materials with high
surface areas and open pore structures can facilitate the growth of nanotubes,
as discussed earlier.

Through systematic e�ort in growth optimization, we have found that
within the methane CVD approach, small concentrations (�0.03%) of ben-
zene generated in-situ in the CVD system can lead to an appreciable increase
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in the yield of long nanotubes. Individual SWNTs with length up to 0.15 mm
(150 �m) can be obtained [25]. An SEM image of an approximately 100 �m
long tube is shown in �gure 10. The SWNTs appear continuous and strung
between many pillars. In-situ generation of benzene is accomplished by cat-
alytic conversion of methane in the CVD system using bulk amounts of alu-
mina supported Fe/Mo catalyst [25]. This leads to enhanced SWNT growth,
and a likely explanation is that at high temperatures, benzene molecules are
highly reactive compared to methane, therefore enhancing the e�ciency of
carbon-feedstock in nanotube growth. However, we �nd that when high con-
centrations of benzene are introduced into the CVD growth system, exceed-
ingly low yields of SWNTs result with virtually no suspended tubes grown
on the sample. This is because high concentrations of benzene undergo ex-
tensive pyrolysis under the high temperature CVD condition, which causes
severe catalyst poisoning as amorphous carbon is deposited on the catalytic
sites therefore preventing SWNT growth.

Fig. 10. SEM image of a CVD grown approximately 100 microns long SWNT
strung between silicon pillars

3.3 Growth of isolated nanotubes on speci�c surface sites

A CVD growth strategy has been developed collaboratively by our group
and Quate to grow individual single-walled nanotubes at speci�c sites on at
silicon oxide substrates [20]. The approach involves methane CVD on sub-
strates containing catalyst islands patterned by electron beam lithography.
'Nanotube chips' with isolated SWNTs grown from the islands are obtained.
Atomic force microscopy (AFM) images of SWNTs on such nanotube-chips
are shown in �gure 10, where the synthesized nanotubes extending from the
catalyst islands are clearly observed. This growth approach readily leads to
SWNTs originating from well controlled surface sites, and have enabled us to
develop a controlled method to integrate nanotubes into addressable struc-
tures for the purpose of elucidating their fundamental properties and building
devices with interesting electrical, electromechanical and chemical functions
[23,38{44].

3.4 From Growth to Molecular-Wire Devices

Electrical properties of individual nanotubes Integrating individual
nanotubes into addressable structures is important to the characterization of
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Fig. 11. Single-walled nanotubes growth on controlled surface sites and integration.
(a) An atomic force microscopy image of SWNTs grown from patterned catalyst
dots (while spots). (b) AFM image of a SWNT grown between two catalyst sites
(white corners). (c) AFM image of a SWNT grown from a catalyst island and
contacted by metal electrodes

nanotubes. It is necessary to investigate individual tubes because the proper-
ties of nanotubes are highly sensitive to their structural parameters, including
chirality and diameter. Currently, all of the growth methods yield inhomoge-
neous materials containing nanotubes with various chiralities. Measurements
of ensembles of nanotubes can only reveal their bulk averaged properties.

Previous approaches to individual SWNT electrical devices include ran-
domly depositing SWNTs from liquid suspensions onto pre-de�ned electrodes
[4,45], or onto a at substrate followed by locating nanotubes and patterning
electrodes [46{49]. We have demonstrated that controlled nanotube growth
strategies open up new routes to individually addressable nanotubes. The
SWNTs grown from speci�c sites on substrates can be reliably contacted
by electrodes (�gure 11c, 12a) and characterized [38]. Metal electrodes are
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placed onto the two ends of a nanotube via lithography patterning and elec-
tron beam evaporation. Detailed procedure for contacting a SWNT can be
found in Ref. [38].

Fig. 12. Electrical
properties of indi-
vidual single-walled
carbon nanotubes.
(a) AFM image of
an individual single-
walled nanotube
contacted by two
metal electrode.
The length of the
nanotube between
electrodes is � 3
�m. (b) Temperature
dependent resis-
tance of a metallic
SWNT. (c) Current
(I) vs. voltage (V)
characteristics of a
semiconducting nan-
otube under various
gate-voltages (Vg)
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The formation of low ohmic contacts with SWNTs is critical to elucidating
their intrinsic electrical properties [40] and building devices with advanced
characteristics. This is accomplished by our controlled approach of growing
and contacting nanotubes. We found that titanium metal contacts give rise
to the lowest contact resistance compared to other metals. Metallic SWNTs
that are several microns long typically exhibit two-terminal resistance on the
order of tens to hundreds of kilo-ohms. The lowest single-tube resistance mea-
sured with our individual metallic SWNT is �12 k
 (�gure 12b). The low
contact resistance achieved in our system can be attributed to several fac-
tors. The �rst is that our method allows the two metal electrodes to contact
the two ends of a nanotube. Broken translational symmetry at the nanotube
ends could be responsible for the strong electrical coupling between the tube
and metal [50]. Secondly, titanium-carbon (carbide) bond formation at the
metal-tube interface may have occurred during the electron-beam evapora-
tion process. This is based on our result that titanium yields lower contact
resistance than other metals, including aluminum and gold, and the fact that
aluminum and gold do not form strong bonding with carbon and stable car-
bide compounds.

For individual semiconducting SWNTs grown on surfaces, relatively low
resistance devices on the order of hundreds of kilo-ohms can be made by
our approach [40]. These nanotubes exhibit p-type transistor behavior at
room temperature as their conductance can be dramatically changed by gate
voltages (�gure 12c). This property is consistent with the initial observation
made with high resistance samples (several mega-ohms) by Dekker [51] and
by Avouris' group [52]. The transconductance (ratio of current change over
gate-voltage change) of our semiconducting tube samples can be up to � 200
nA/V [40] which is two orders of magnitude higher than that measured with
earlier samples. The high transconductance is a direct result of the relatively
low resistance of our semiconducting SWNT samples, as high currents can
be transported through the system at relatively low bias voltages. This result
should not be underestimated, given the importance of high transconductance
and voltage gain to transistors. Nevertheless, future work is needed in order
to create semiconducting SWNT devices with transconductance and voltage
gains that match existing silicon devices.

Nanotube electromechanical properties and devices Controlled growth
of nanotubes on surfaces combined with microfabrication approaches allows
the construction of novel nanotube devices for new types of studies. For
instance, the question of how mechanical deformation a�ects the electrical
properties of carbon nanotubes has been intriguing [53{57], and is impor-
tant in terms of potential applications of nanotubes as building blocks for
nanoscale electro-mechanical devices. To address this question experimen-
tally, it will be ideal if one obtains suspended nanotubes that can be ma-
nipulated mechanically and at the same time addressed electrically. To this
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end, we have grown individual SWNTs from patterned catalyst sites across
pre-fabricated trenches on SiO2/Si substrates [43]. This led to an individual
SWNTs partially suspended over the trenches (�gure 13a). The nanotube is
then contacted at the two ends by metal electrodes. The suspended part of
the nanotube can be manipulated with an AFM tip, while the resistance of
the sample is being monitored. For a metallic SWNT with � 610 nm sus-
pended length, an AFM tip is used to repeatedly push down the suspended
nanotube and then retract (�gure 13b). We observe that the nanotube con-
ductance decreases each time the AFM tip pushes the nanotube down, but
recovers as the tip retracts. The repeated pushing and retracting cause oscil-
lations in the cantilever/nanotube deection and sample conductance, with
equal periodicity in the two oscillations (�gure 13c). The full reversibility of
the nanotube electrical conductance upon tip retraction suggests that the
metal-tube contacts are not a�ected each time the tip deects the suspended
part of the nanotube. The observed change in sample conductance is entirely
due to the mechanical deformation of the SWNT caused by the pushing tip.
The reversibility also suggests that the suspended part of the SWNT is �rmly
�xed on the substrate next to the trench. The length of the SWNT resting
on the SiO2 surface (� 1.5 �m on both sides of the trench) does not stretch
or slide on the substrate when the suspended part is pushed. Anchoring of
the nanotube on the SiO2 substrate is due to strong tube-substrate van der
Waals interactions.

The conductance is found to decrease by a factor of two at � 5o bend-
ing angle (strain � 0.3%), but decrease more dramatically by two orders of
magnitude at a bending angle � 14o (strain � 3%, �gure 13d) [44]. To under-
stand these electromechanical characteristics, Wu and coworkers at the Uni-
versity of Louisville have carried out order-N non-orthogonal tight-binding
molecular-dynamics simulations of a tip deecting a metallic (5,5) SWNT,
with the tip modeled by a short and sti� (5,5) SWNT cap [44,58]. At relatively
small bending angles, the nanotube is found to retain sp2 bonding through-
out its structure, but exhibits signi�cant bond distortion for the atoms in the
region near the tip. As tip-pushing and bending proceed, the nanotube struc-
ture progressively evolves and larger structural-changes occur in the nanotube
region in the vicinity of the tip. At a 15o bending angle, the average number
of bonds per atom in this region is found to increase to � 3.6, suggesting the
appearance of sp3-bonded atoms (marked in red in �gure 13e). This causes
a signi�cant decrease in the local �-electron density as revealed by electronic
structure calculations. Since the �-electrons are delocalized and responsible
for electrical conduction, a drastic reduction in the �-electron density is re-
sponsible for the signi�cant decrease in conductance. Simulations �nd that
the large local sp3 deformation is highly energetic, and its appearance is en-
tirely due to the forcing tip. The structure is found to fully reverse to sp2

upon moving the tip away in the simulation.
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Fig. 13. Electromechanical characteristics of suspended nanotubes. (a) AFM im-
age of a SWNT with a � 605 nm long suspension over a trench. The bright spots
around the suspended tube part are caused by tube touching and sticking to the
side of the pyramidal scanning tip. (b) A schematic view of the electromechanical
measurement. (c) Cantilever deection (DZc, upper graph) and nanotube electrical
conductance (G, lower graph) evolution during repeated cycles of pushing the sus-
pended SWNT and retracting. (d) Electrical conductance (G) of the SWNT sample
vs. bending angle (q). (e) Simulated atomic con�gurations of a (5,5) SWNT pushed
to a 15 degrees bending angle by an AFM tip
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Using the Landau-Buttiker formula, Wu and coworkers have calculated
the conductance of the (5,5) tube vs. bending angle [58]. It is found that
at relatively small bending angles, the conductance of the SWNT exhibits
appreciable decrease, but the decrease is relatively gradual. The conduc-
tance decrease is caused by the relatively large C-C bond distortions in the
nanotube region near the tip. The decrease is gradual because the overall
nanotube structure remains in the sp2 state. At large bending angles, the
nanotube conductance decreases dramatically, as sp3 bonding sets into the
nanotube structure. These results agree qualitatively with experimental data
and thus provide a detailed rationale to the observed nanotube electrome-
chanical characteristics. The combined experimental and theoretical study
leads to an in-depth understanding of nanotube electromechanical proper-
ties, and suggests that SWNTs could serve as reversible electro-mechanical
transducers that are potentially useful for nano-electro-mechanical devices.

The electro-mechanical characteristics are elucidated when the nanotube
deformation is caused by a manipulating local probe. This should be dis-
tinguished from previous theoretical considerations of 'smoothly' bent nan-
otubes. Nanotube bending in most of the earlier investigations is modeled by
holding the ends of a nanotube such that the nanotube is at a certain bend-
ing con�guration [54{56]. In most of the cases studied, the nanotube remains
in the sp2 state with only small bond distortions throughout the structure.
Therefore, the nanotube conductance has been found to be little changed (<
10 fold) under bending angles up to 20o. Nevertheless, Rochefort et al. did
�nd that at larger bending angles (e.g. �=45o), the electrical conductance of
a metallic (6,6) SWNT is lowered up to 10-fold [55,56]. The physics studied in
our case should be applicable to SWNTs containing large local deformations
caused by other forces. For instance, if a highly kinked SWNT stabilized by
van der Waals forces on a substrate develops sp3 type of bonding character-
istics at the kink, the electrical conductance should be signi�cantly reduced
compared to a straight tube.

4 Conclusions

We have presented an overview of various growth methods for multi-walled
and single-walled carbon nanotubes. It is shown that chemical vapor deposi-
tion approaches are highly promising for producing large quantities of high
quality nanotube materials at large scales. Controlling nanotube growth with
CVD strategies has led to organized nanowires that can be readily integrated
into addressable structures useful for fundamental characterization and po-
tential applications. It can be envisioned that in a foreseeable future, con-
trolled growth will enable nanotube architectures useful as key components of
the next generation of electronic, chemical, mechanical and electromechanical
devices.
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It is fair to say that progress in nanotube research has been built upon
the successes in materials synthesis, a trend that will continue. It is perhaps
an ultimate goal for growth to gain control over the nanotube chirality and
diameter, and be able to direct the growth of a semiconducting or metallic
nanowire from any desired sites. Such control will require signi�cant future
e�ort, and once successful, is likely to bring about revolutionary opportunities
in nanoscale science and technology.
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Abstract. This chapter considers the present state of understanding of the growth
of carbon nanotubes based on TEM observations and numerical simulations. In the
highlights of these experimental and theoretical approaches, various mechanisms,
already proposed in the literature, for single- and multi-shell nanotubes nucleation
and growth are reviewed. A good understanding of nanotube growth at the atomic
level is probably one of the main issue either to develop a nanotube mass production
process or to control growth in order to obtain well-designed nanotube structures.
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1 Introduction

Nearly ten years after their discovery [1], carbon nanotubes (CNs) are still
attracting much interest for their potential applications, which largely de-
rives from their unusual structural and electronic properties. Since all these
properties are directly related to the atomic structure of the tube, it is es-
sential to understand what controls nanotube size, the number of shells, the
helicity, and the structure during synthesis. A thorough understanding of the
formation mechanisms for these nanotubular carbon systems is crucial to de-
sign procedures for controlling the growth conditions to obtain more practical
structures, which might be directly available for nanotechnology.

In order to optimize the single- and multi-walled nanotube yield and qual-
ity, three main production methods have been used up to now for their synthe-
sis. Multi-wall carbon nanotubes [1,2] typically grow on the cathode during
an arc discharge between two graphitic electrodes (temperature �3000K).
Single-wall carbon nanotubes were �rst observed in the arc discharge appa-
ratus by co-evaporating iron [3] or cobalt [4] (as metal catalysts) in a methane
atmosphere. The discovery of a single-shell tube stimulated intense research
to �nd an e�cient way to produce bundles of ordered single-wall nanotubes
(called ropes).

The laser ablation technique uses two lasers to vaporize a graphite tar-
get mixed with a small amount of Co and/or Ni in order to condense the
carbon into single-wall tubes. Through this technique [5], the growth condi-
tions are well controlled and maintained over for a long time, leading to a
more uniform vaporization. Another technique [6], based on the carbon-arc
method, also provides similar arrays of single-wall nanotubes, produced from
an ionized carbon plasma which is generated by joule heating during the
discharge. Both techniques synthesize, with yields of more than 70{90 per-
cent, single-wall nanotubes (�1.4 nm in diameter) self-organized into bundles.
These ropes, which consist of up to a hundred parallel nanotubes packed in
a perfect triangular lattice, are typically more than one-tenth of a millimeter
long and look very promising for engineering applications. Another attrac-
tive synthesis technique, based on a vapor phase growth mechanism which
utilizes the decomposition of hydrocarbons at a temperature of �1500K, has
also been recently used to produce large quantities of rope-like bundles of
high-purity single-wall nanotubes at a very low cost [7]. However, methods
for large-scale production have not really been developed, probably because
so little is understood about the synthesis process at the microscopic level.

In the following, we will address from both an experimental and a theo-
retical point of view, the growth of carbon nanotubes. One of our objectives
will be to show that presently available simulation techniques (semi-empirical
and ab initio) can provide quantitative understanding not only of the stabil-
ity, but also of the dynamics of the growth of carbon nanotube systems. We
will try to summarize the microscopic insight obtained from these theoretical
simulations, which will allow us to isolate the essential physics and to propose
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good models for multi-shell and single-shell nanotube growth, and to analyze
a possible consensus for certain models based on experimental data.

2 Experimental facts for growth models

In spite of the enormous progress in synthesis techniques, the theoretical un-
derstanding of the growth of mutli-wall and single-wall nanotubes has lagged
behind. Transition metal catalysts are necessary to produce single-wall nan-
otubes, but are not required for producing multi-wall nanotubes, suggesting
di�erent growth mechanisms. In each synthesis method, the selective for-
mation of a single-wall tube is triggered by enriching the graphite source
material with a single species or a mixture of transition metal catalysts (Co,
Ni, Y,...). Experiments show that the width and the diameter distribution
depend on the composition of the catalyst, the growth temperature, and
various other growth conditions. Since the electric arc-discharge [6] and the
laser-ablation [5] techniques lead to very similar materials, a unique mech-
anism for single-wall nanotube growth should be found. Such a mechanism
should not strongly depend on the details of the experimental conditions, but
more on the kinetics of carbon condensation in a non-equilibrium situation.
The necessity of transition metal catalysts for the synthesis of single-wall
tubes is obvious as they do not grow in the absence of catalysts. However,
the precise role performed by the catalysts when assisting the growth process
still remains highly controversial.

Years of study on the growth of catalyst-grown carbon �bers suggested
that growth occurs via precipitation of dissolved carbon from a moving cat-
alytic particle surface [8]. Growth terminates when the catalyst particle gets
poisoned by impurities or after the formation of a stable metal carbide. The
reason put forward for the tubular nature of carbon �bers is that it is en-
ergetically favorable for the newly-formed surface of the growing �ber to
precipitate as low-energy basal planes of graphite rather than as high-energy
prismatic planes. However, the curving of the graphite layers introduces an
extra elastic term into the free-energy equation of nucleation and growth,
leading to a lower limit (�10nm) to the diameters of carbon �bers that
can form from curved graphite layers [9]. This implies that to explain the
growth of carbon nanotubes, where diameters can be much smaller than this
threshold value, new mechanisms have to be considered. There are, however,
some notable di�erences between multi-wall carbon nanotubes and carbon
�bers. In the former case, no catalyst particle or any external agent seem to
be involved during growth. In addition, the tips of the multishell nanotubes
are frequently observed to be closed [10], in contrast with the open ends or
metal-particle terminated ends of the catalyst-grown �bers (see Fig. 1). One
important question arises, and that is whether the tube remains open or
closed during growth.
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Fig. 1. Electron micrographs showing common multishell carbon nanotube caps
(a,b,c) [11] and typical carbon �laments [9] (d) and �bers [8] (e), both showing the
catalyst particles at their tips [12]

3 Open or close-ended growth for multi-walled

nanotubes ?

Assuming �rst that the tube remains closed during growth, the longitudinal
growth of the tube occurs by the continuous incorporation of small carbon
clusters (C2 dimers). This C2 absorption process is assisted by the presence
of pentagonal defects at the tube end, allowing bond-switching in order to
reconstruct the cap topology [13,14]. Such a mechanism implies the use of the
Stone-Wales mechanism to bring the pentagons of the tip at their canonical
positions at each C2 absorption. This model explains the growth of tubes at
relatively low temperatures (�1100�C), and assumes that growth is nucleated
at active sites of a vapor-grown carbon �ber of about 1000�A diameter. Within
such a lower temperature regime, the closed tube approach is favorable com-
pared to the open one, because any dangling bonds that might participate
in an open tube growth mechanism would be unstable. However, many ob-
servations regarding the structure of the carbon tubes (see x2) produced by
the arc method (temperatures reaching 4000�C) cannot be explained within
such a model. For instance, the present model fails to explain multilayer tube
growth and how the inside shells grow often to a di�erent length compared
with the outer ones [15]. In addition, at these high temperatures, nanotube
growth and the graphitization of the thickening deposits occur simultane-
ously, so that all the coaxial nanotubes grow at once, suggesting that open
nanotube growth may be favored.
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In the second assumption, the nanotubes are open during the growth pro-
cess and carbon atoms are added at their open ends [15,16]. If the nanotube
has a random chirality, the adsorption of a C2 dimer at the active dangling
bond edge site will add one hexagon to the open end (see Fig. 2).

Fig. 2. Growth mechanism of a carbon nanotube (white ball-and-stick atomic struc-
ture) at an open end by the absorption of C2 dimers and C3 trimers (in black),
respectively [14].

The sequential addition of C2 dimers will result in the continuous growth
of chiral nanotubes. However, for achiral edges, C3 trimers are sometimes
required in order to continue adding hexagons, and not forming pentagons.
The introduction of pentagons leads to positive curvature which would start
a capping of the nanotube and would terminate the growth (see Fig. 3). How-
ever, the introduction of a heptagon leads to changes in nanotube size and
orientation (see Fig. 3). Thus, the introduction of heptagon-pentagon pairs
can produce a variety of tubular structures, as is frequently observed exper-
imentally (see Fig. 3).

This model is thus a simple scenario where all the growing layers of a tube
remain open during growth and grow in the axial direction by the addition of
carbon clusters to the network at the open ends to form hexagonal rings [16].
Closure of the layer is caused by the nucleation of pentagonal rings due to
local perturbations in growth conditions or due to the competition between
di�erent stable structures. Thickening of the tubes occurs by layer growth on
already grown inner-layer templates and the large growth anisotropy results
from the vastly di�erent rates of growth at the high-energy open ends hav-
ing dangling bonds in comparison to growth on the unreactive basal planes
(see Fig. 4.a). Figure 4.c is a summary of various possibilities of growth as
revealed by the diversity of observed capping morphologies. The open-end
tube is the starting form (nucleus) as represented in (a). A successive supply
of hexagons on the tube periphery results in a longer tube as illustrated in
(b). Enclosure of this tube can be completed by introducing six pentagons to
form a polygonal cap (c). Open circles represent locations of pentagons. Once
the tube is enclosed, there will no more growth on that tube. A second tube,
however, can be nucleated on the �rst tube side-wall and eventually cover it,
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Fig. 3. (a) Model for a +�/3 disclination, pentagon ring which causes a positive
curvature in a hexagonal network. (b) Model for a ��/3 disclination, heptagon ring
which causes a negative curvature in a hexagonal network. (c) A deecting single-
shell nanotube. Letters P and H represent the locations of pentagons and heptagons,
as illustrated in the model. (d) A \candy cane"-shaped nanotube and its possible
model, which contains part of a torus structure. (e) An electron micrograph showing
a bill-like termination of a multi-shell tube. A positive and a negative disclination
are formed at the locations, indicated by A and B, probably due to the correlated
presence of pentagons and heptagons, respectively, within the di�erent concentric
layers of the nanotube [11]
****JC. Can you move label (e) away from the tip?***
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as illustrated in (d) and (e) or even over-shoot it, as in (f). The formation of
a single pentagon on the tube periphery triggers the transformation of the
cylindrical tube to a cone shape (g). Similarly, the introduction of a single
heptagon into a tube periphery changes the tube into a cone shape (h). The
latter growth may be interrupted soon by transforming into another form
because an expanding periphery will cost too much free energy to stabilize
dangling bonds. It is emphasized here that controlling the formation of pen-
tagons and heptagons is a crucial factor in the growth of carbon nanotubes. A
�nal branch in the variations of tube morphologies concerns the semi-toroidal
tube ends. This growth is characterized by the coupling of a pentagon and
a heptagon. Insertion of the pentagon-heptaagon (5-7) pair into a hexagon
network does not a�ect the sheet at all topologically. To realize this growth
process, �rst a set of six heptagons is formed on a periphery of the open-tube
(i). The circular brim then expands in the directions indicated by arrows.
Solid circles represent locations of the heptagons. In the next step, a set of
six pentagons is formed on the periphery of the brim, which makes the brim
turn around by 180�, as illustrated in (j). An alternative structure is shown
in (k), in which a slightly thicker tube is extended in the original tube direc-
tion, yielding a structure which has actually not yet been observed. Finally,
it should be emphasized that an open-end tube can choose various passes or
their combinations. One example is shown in (l), in which the �rst shell grows
as a normal tube but the second tube follows a semi-toroidal tube end.

Although open-ended tubes are only occasionally spotted in the arc-grown
deposit, these can be considered as quenched-growth structures, suggesting
evidence for an open-ended growth model (see Fig. 5). Terminated regions of
such tubules are often decorated with thin granular objects which might be
carbonaceous amorphous material. This observation suggests that dangling
bonds of carbon atoms at the peripheries of the open tube ends could have
been stabilized by a reorganization of the carbon atoms. A rare chance of
seeing such open tubes also suggests that under normal growing conditions
the tube ends close rapidly.

An electric �eld (�108V cm�1) was also suggested as being the cause for
the stability of open ended nanotubes during the arc discharge [15]. Because of
the high temperature of the particles in the plasma of the arc discharge, many
of the species in the gas phase are expected to be charged, thereby screening
the electrodes. Thus the potential energy drop associated with the electrodes
is expected to occur over a distance of �1 �m or less, causing very high
electric �elds. Later experiments and simulations con�rmed that the electric
�eld is in fact neither a necessary nor a su�cient condition for the growth of
carbon nanotubes [18,19]. Electric �elds at nanotube tips have been found to
be inadequate in magnitude to stabilize the open ends of tubes, even in small
diameter nanotubes (for larger tubes, the �eld e�ect drops drastically).
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(a)

(b)

(c)

Fig. 4. Model for the open-end growth of the nanotube. (a) The tube ends are
open while growing by accumulating carbon atoms at the tube peripheries in the
carbon arc. Once the tube is closed, there will be no more growth on that tube
but new tube shells start to grow on the side-walls. (b) Schematic representation
of a kink-site on the tube end periphery. Supplying two carbon atoms (�) to it, the
kink advances and thus the tube grows. But the supply of one carbon atom results
in a pentagon which transforms the tube to a cone shape. (c) Evolution of carbon
nanotube terminations based on the open-end tube growth. Arrows represent passes
for the evolution. Arrow heads represents terminations of the tubes and also growth
directions. Open and solid circles represents locations of pentagons and heptagons,
respectively [17] (see text
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Fig. 5. Transmission electron micrographs showing open ended multi-wall carbon
nanotubes [17].

4 Macroscopic model for multi-walled nanotube

growth

A model based on simple thermodynamic arguments and using physical pa-
rameters of the arc plasma has also been considered [20], in order to explain
the formation of multishell tubes and spherical nanoparticles as well. Within
this model, the growth of carbon structures on a microscopic scale is governed
by the attachment probabilities of carbon atoms, ions and clusters of various
sizes and shapes, controlled by a set of time- and space-dependent parame-
ters in the arc plasma formed in the inter-electrode region. In a region close
to the cathode surface, the growth of carbon structures occurs due to the
competitive input of two groups of carbon species having di�erent velocity
distributions. An isotropic Maxwellian velocity distribution corresponding to
a temperature of 4000K is thought to cause the formation of spherical car-
bon nanoparticles. A directed ion current due to singly charged carbon ions
accelerated in a region of potential drop leads to the formation of elongated
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structures, as a consequence of the creation of an axis of symmetry. The
growth rates of nanotubes in the arc plasma can be estimated from the col-
lision probabilities; i.e., the growth time for a nanotube 5nm diameter and
1mm long is approximately 10�3{10�4 s.

5 \Lip-lip" interaction models for multi-walled

nanotube growth

Additional carbon atoms (spot-weld), bridging the dangling bonds between
shells of a multilayered structure, have also been proposed for the stabiliza-
tion of the open growing edge of multishell tubes [21]. For multiwall species,
it is quite likely that the presence of the outer walls should stabilize the inner-
most wall, keeping it open for continued growth (Fig. 6). Static tight-binding
calculations performed on multilayered structures where the growing edge is
stabilized by bridging carbon adatoms, show that such a mechanism could
prolong the lifetime of the open structure [21].

Quantum molecular dynamics simulations were also performed to under-
stand the growth process of multi-walled carbon nanotubes [22,23]. Within
such calculations, the topmost atoms (dangling bonds) of the inner and outer
edges of a bilayer tube rapidly move towards each other, forming several
bonds to bridge the gap between the adjacent edges, thus verifying the as-
sumption that atomic bridges could keep the growing edge of a nanotube
open without the need of \spot-weld" adatoms (Fig. 7). At �3000K (a typi-
cal experimental growth temperature), the \lip-lip" interactions stabilize the
open-ended bilayer structure and inhibit the spontaneous dome closure of the
inner tube as observed in the simulations of single-shell tubes. These calcula-
tions also show that this end geometry is highly active chemically, and easily
accommodates incoming carbon clusters, supporting a model of growth by
chemisorption from the vapor phase.

In the \lip-lip" interaction model, the strong covalent bonds which con-
nect the exposed edges of adjacent walls are also found to be highly favorable
energetically within ab initio static calculations [24]. In the latter work, the
open-ended growth is stabilized by the `lip-lip" interactions, involving rear-
rangement of the carbon bonds, leading to signi�cant changes in the growing
edge morphology. However, when classical three-body potentials are used,
the role of the \lip-lip" interactions is relegated to facilitate tube closure by
mediating the transfer of atoms between the inner and outer shells [25]. This
example shows that very-accurate ab initio techniques are required to simu-
late the quantum e�ects in a \uctuating dangling bond network", which is
likely present at the growing open edge of a multiwall carbon nanotube.

Successful synthesis of multi-wall nanotubes raises the question why the
growth of such tubular structures often prevail over their more stable spher-
ical fullerene counterpart [24]. It is furthermore intriguing that these nan-
otubes are very long, largely defect-free, and (unless grown in the presence
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Fig. 6. Schematic ball-and-stick representation of the top of a multiwall nanotube
with an open zigzag edge. Only two of many layers are shown for clarity. Three-
coordinated carbon atoms are represented by white spheres, while low coordinated
carbon atoms (dangling bonds and bridging atoms) are represented as light grey
spheres on the top of the structure. Several \spot-weld" adatoms are shown occupy-
ing sites between doubly coordinated edge atoms of adjacent layers. The nanotube
growth is enabled by these adatom spot-welds which stabilize the open con�gura-
tion [21].

of a metal catalyst) always have multiple walls. The \lip-lip" model explains
that the sustained growth of defect-free multi-wall carbon nanotubes is closely
linked to e�ciently preventing the formation of pentagon defects which would
cause a premature dome closure. The uctuating dangling bond network
present at the nanotube growing edge will also help topological defects to heal
out, yielding tubes with low defect concentrations. With nonzero probabil-
ity, two pentagon defects will eventually occur simultaneously at the growing
edge of two adjacent walls, initiating a double-dome closure. As this proba-
bility is rather low, carbon nanotubes tend to grow long, reaching length to
diameter rations on the order of 103 � 104.
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(a) (b)

(c)

Fig. 7. Creation (a) and stabilization (b) of a double-walled (10,0)@(18,0) nanotube
open edge by \lip-lip" interactions at �3000K. The notation (10,0)@(18,0) means
that a (10,0) nanotube is contained within an (18,0) nanotube. The direct incorpo-
ration (c) of extra single carbon atoms and a dimer with thermal velocity into the
uctuating network of the growing edge of the nanotube is also illustrated [22,23].
The present system contains 336 carbon atoms (large white spheres) and 28 hydro-
gen atoms (small dark grey spheres) used to passivate the dangling bonds on one
side of the cluster (bottom). The other low coordinated carbon atoms (dangling
bonds) are represented as light grey spheres on the top of the structure.

Semi-toroidal end shapes for multi-wall nanotubes are sometimes observed
experimentally [11,17]. The tube, shown in Fig. 8a does not have a simple dou-
ble sheet structure, but rather consists of six semi-toroidal shells. The lattice
images turn around at the end of the tube, so that an even number of lattice
fringes is always observed. Another example is shown in Fig. 8b, in which
some of the inner tubes are capped with a common carbon tip structure, but
outer shells form semi-toroidal terminations. Such a semi-toroidal termina-
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tion is extremely informative and supports the model of growth by \lip-lip"
interactions for multi-wall nanotubes.

Fig. 8. Transmission electron micrographs of the semi-toroidal termination of
multi-wall tubes, which consists of six graphitic shells (a). A similar semi-toroidal
termination, where three inside tube shells are capped (b) [17].

6 Is uncatalyzed growth possible for single-shell

nanotubes ?

The growth of single-shell nanotubes, which have a narrow diameter distribu-
tion (0.7{2 nm), di�ers from that of multishell tubes insofar as catalysts are
necessary for their formation. This experimental fact is consequently an indi-
rect proof of the existence of covalent lip-lip interactions which are postulated
to be indispensable in a pure carbon atmosphere and imply that all nanotubes
should have multiple walls. Single-wall tubes with unsaturated carbon dan-
gling bonds at the growing edge are prone to be etched away in the aggressive
atmosphere that is operative under typical synthesis conditions, which again
explains the absence of single wall tubes in a pure carbon environment. How-
ever, the growth process of single-walled tubes di�ers also from the growth
of conventional catalyst-grown carbon �bers in that no \observable" catalyst
particle is seen at the tips of single-shell tubes, which appear to be closed by
domes of half-fullerene hemispheres.

There have been several works based on classical, semi-empirical and
quantummolecular dynamics simulations attempting to understand the growth
process of single-shell tubes [22,23,26{28]. Most importantly, these studies
have tried to look at the critical factors that determine the kinetics of open-
ended tube growth, as well as studies that determine the relative stability of
local-energy minimum structures that contain six-, �ve-, and seven-membered
carbon rings in the lattice. Classical molecular dynamics simulations show
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that wide tubes which are initially open can continue to grow straight and
maintain an all-hexagonal structure [27,28]. However, tubes narrower than a
critical diameter, estimated to be about � 3 nm, readily nucleate curved, pen-
tagonal structures that lead to tube closure with further addition of carbon
atoms, thus inhibiting further growth. Continued carbon deposition on the
top of a closed tube yields a highly disordered cap structure, where only a �-
nite number of carbon atoms can be incorporated, implying that uncatalyzed
defect-free growth cannot occur on single-shell tubes.

First-principles molecular dynamics simulations [22] show that the open
end of single-walled nanotubes closes spontaneously, at experimental tem-
peratures (2000K{3000K), into a graphitic dome with no residual dangling
bonds (see Fig. 9). Similar self-closing processes should also occur for other
nanotubes in the same diameter range, as is the case for most single walled
nanotubes synthesized so far [3,5,6]. The reactivity of closed nanotube tips
was also found to be considerably reduced compared to that of open end nan-
otubes. It is therefore unlikely that single-walled nanotubes could grow by
sustained incorporation of C atoms on the closed hemifullerene-like tip. This
is in agreement with the theoretical �nding that C atoms are not incorporated
into C60 [30].

7 Catalytic growth mechanisms for single-shell

nanotubes

All these classical and quantum simulations, described above, may explain
why single-shell nanotubes do not grow in the absence of transition metal
catalysts. However, the role played by these metal atoms in determining the
growth has been inaccessible to direct observation and remains controversial.
The catalytic growth mechanism has not yet been clearly understood, but
plausible suggestions include metal atoms initially decorating the dangling
bonds of an open fullerene cluster, thus preventing it from closing. As more
carbon atoms collide with this metal-decorated open-carbon cluster, they are
inserted between the metal and the existing carbon atoms in the shell [10].

Planar polyyne rings have also been proposed to serve as nuclei for the
formation of single-wall tubes, whose diameter would be related to the ring
size [31]. In this model, the starting material for producing nanotubes are
monocyclic carbon rings, acting as nanotube precursors and ComCn species
acting as catalysts. The composition and structure of the Co carbide cluster
are undetermined, but the cluster should be able to bond to Cn and/or to
add the Cn to the growing tube. The helical angle of the single-shell tube
produced is determined by the ratio of cis to trans conformations of the �rst
benzene ring belt during the growth initiation process. The present model
may explain the formation of larger tubes upon the addition of S, Bi, or
Pb to the Co catalyst [32], as these promoters modify the growth at the
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(a)

(b)

Fig. 9. Spontaneous closure of two single-walled nanotubes: (a) (10,0) zigzag tube
and (b) (5,5) armchair tube. The notation of Ref. [29] is adopted. Both nan-
otubes have a fully reconstructed closed-end con�guration with no residual dan-
gling bonds [22,23]. The present systems contains 120 carbon atoms (large white
spheres) and 10 hydrogen atoms (small dark grey spheres) used to passivate the
dangling bonds on one side of the two clusters (bottom). The other low coordinated
carbon atoms (dangling bonds) are represented as light grey spheres on the top of
the structure.

nucleation stage and may stabilize larger monocyclic rings, providing the
nuclei necessary to build larger diameter tubes [7].

Since transition metals have the necessary high propensity for decorating
the surface of fullerenes, a layer of Ni/Co atoms, adsorbed on the surface of
C60, also provides a possible catalyst template for the formation of single-
walled nanotubes of a quite uniform diameter [33]. In this scenario, the metal
coated fullerene acts as the original growth template inside the cylinder (see
Fig. 10). Once the growth has been initiated, nanotube propagation may oc-
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cur without the particle. The optimum diameter of the nanotube product can
thus be predicted to be the sum of the diameter of the fullerenes (0.7 nm)
and two times the metal ring distances (2 � 0.3{0.35 nm), which is close to
the observed value of 1.4 nm [5].

Fig. 10. Schematic ball-and-stick representation of a transition metal surface deco-
rated fullerene (C60) inside a open-ended (10,10) carbon (white spheres) nanotube.
The Ni and Co atoms (large dark spheres) adsorbed on the C60 surface are possible
agents for the creation of single-walled nanotubes of uniform diameter [33].

Another possibility is that one or a few metal atoms sit at the open end of a
precursor fullerene cluster [5], which will be determining the uniform diameter
of the tubes (the optimum diameter being determined by the competition
between the strain energy due to curvature of the graphene sheet and the
dangling bond energy of the open edge). The role of the metal catalyst is to
prevent carbon pentagons from forming by \scooting" around the growing
edge (see Fig. 11).

Static ab initio calculations have investigated this scooter model and have
shown that a Co or Ni atom is strongly bound but still very mobile at the
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Fig. 11. View of a (10,10) armchair nan-
otube (white ball-and-stick atomic struc-
ture) with a Ni (or Co) atom (large
black sphere) chemisorbed onto the open
edge [5]. The metal catalyst keeps the
tube open by \scooting" around the open
edge, insuring that any pentagons or other
high energy local structures are rearranged
to hexagons. The tube shown has 310 C
atoms

growing edge [34]. However, the metal atom locally inhibits the formation of
pentagons that would initiate dome closure. In addition, in a concerted ex-
change mechanism, the metal catalyst assists incoming carbon atoms in the
formation of carbon hexagons, thus increasing the tube length. With a non-
vanishing concentration of metal atoms in the atmosphere, several catalyst
atoms will eventually aggregate at the tube edge, where they will coalesce.
The adsorption energy per metal atom is found to decrease with increasing
size of the adsorbed cluster [34]. The ability of metal clusters to anneal de-
fects is thus expected to decrease with their increasing size, since they will
gradually become unreactive and less mobile. Eventually, when the size of
the metal cluster reaches some critical size (related to the diameter of the
nanotube), the adsorption energy of the cluster will decrease to such a level
that it will peel o� from the edge. In the absence of the catalyst at the tube
edge, defects can no longer be annealed e�ciently, thus initiating tube clo-
sure. This mechanism is consistent with the experimental observation (see
Fig. 12) that no \observable" metal particles are left on the grown tubes [5].
This also suggests that too high a concentration of the metal catalyst will be
detrimental to the formation of long nanotubes.

Although the scooter model was initially investigated using static ab ini-
tio calculations [34], �rst-principles molecular dynamics simulations were also
performed [35] in order to study the growth of single-wall tubes within a
scheme where crucial dynamical e�ects are explored by allowing the system
to evolve free of constraints at the experimental temperature. Within such
a simulation at 1500K, the metal catalyst atom is found to help the open
end of the single-shell tube close into a graphitic network which incorporates
the catalyst atom (see Fig. 13). However, the cobalt-carbon chemical bonds
are frequently breaking and reforming at experimental temperatures, provid-
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Fig. 12. Transmission electron micrographs of single-shell nanotube ends. No par-
ticles of metals are observed at the nanotube caps [17].

ing the necessary pathway for carbon incorporation, leading to a closed-end
catalytic growth mechanism.

This model, where the Co or Ni catalyst keeps a high degree of chemical
activity on the nanotube growth edge, clearly di�ers from the uncatalyzed
growth mechanism of a single-wall nanotube discussed above, which instan-
taneously closes into an chemically-inert carbon dome. The model, depicted
in Fig. 13, supports the growth by chemisorption from the vapor phase, as
proposed long ago for carbon �laments by Baker [36], Oberlin et al. [8],
and Tibbetts [9], which adopts the concepts of the vapor-liquid-solid (VLS)
model introduced in the 1960s to explain the growth of silicon whiskers [37].
In the VLS model, growth occurs by precipitation from a super-saturated
catalytic liquid droplet located at the top of the �lament, into which carbon
atoms are preferentially absorbed from the vapor phase. From the resulting
super-saturated liquid, the solute continuously precipitates, generally in the
form of faceted cylinders (VLS-silicon whiskers [37]) or tubular structures [9].
Tibbetts also demonstrates that it is energetically favorable for the �ber to
precipitate with graphite basal planes parallel to the exterior planes, arranged
around a hollow core, thus forming a wide diameter (�1�m) multiwall tube.

Although the VLS model for catalyst-grown carbon �bers is a macroscopic
model based on the uid nature of the metal particle which helps to dissolve
carbon from the vapor phase and to precipitate carbon on the �ber walls,
the catalytic growth model for the single-wall nanotubes can be seen as its
analogue, with the only di�erence being that the catalytic particle is reduced
to one or a few metal atoms in the case of the single-wall nanotube growth.
In terms of this analogy, the quantum aspects of a few metal atoms at the
growing edge of the single-shell tube has to be taken into account. In the
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Fig. 13. Catalytic growth of a (6,6) armchair single-walled nanotube. The nota-
tion of Ref. [29] is adopted. The metal catalyst atom cannot prevent the formation
of pentagons, leading to tube closure at experimental temperatures (1500K) [35].
The present systems contains 1 cobalt atom (large black sphere), 120 carbon atoms
(white spheres) and 12 hydrogen atoms (small dark grey spheres) used to passivate
the dangling bonds on one side of the two clusters (bottom). The other low coordi-
nated carbon atoms (dangling bonds) are represented as light grey spheres on the
top of the structure (left).

catalytic growth of single-shell nanotubes, it is no longer the \uid nature"
of the metal cluster (VLS model), but the chemical interactions between the
Co or Ni 3d electrons and the � carbon electrons, that makes possible a rapid
incorporation of carbon atoms from the plasma. The cobalt 3d states increase
the DOS near the Fermi level, thus enhancing the chemical reactivity of the
Co-rich nanotube tip [35].

The catalytic particle is not frequently observed at the tube end [5], al-
though some experiments [38] report the presence of small metal particles on
the walls of nanotube bundles (see Fig. 14).

Precisely because of the enhancement of the chemical activity due to the
presence of metal catalyst particles at the experimental growth temperature,
the Co-C bonds are frequently reopened and the excess of cobalt could be
ejected from the nanotube tip. Moreover, single-layer tubes have also been
produced by pre-formed catalytic particles [39], which are attached to the
tube end and thus are closely correlated with the tube diameter size (from
1 to 5nm), demonstrating the validity of the VLS model on a nanometer
scale. When the metal particle is observable [39], the metal-catalytic growth
of carbon nanotubes is thus believed to proceed (in analogy to the catalyst-
grown carbon �bers) via the solvation of carbon vapor into tiny metal clusters,
followed by the precipitation of excess carbon in the form of nanotubes.
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Fig. 14. A high-resolution electron micrograph showing raft-like bundles of single-
walled carbon nanotubes. Most of the nanotubes form arch-like structures and
they terminate at or originate from carbon blocks composed of mostly disordered
cage-like fullerene molecules [38]. Some of the nanotube bundles are terminated in
metal particles of a few nanometers in diameter. Smaller metal particles were also
observed on the walls of the nanotube bundles [38]

The presence of any remaining metal catalyst atoms at the nanotube tip
(even in very small { undetectable amounts) cannot be excluded. The pres-
ence of such ultra-small catalyst particles, which is certainly not easy to es-
tablish experimentally, should strongly inuence the �eld emission properties
of these single-shell tubes [40] and could explain some �eld emission patterns
observed at the nanotube tip [41]. Magnetic susceptibility measurements and
magnetic STM could be used to investigate the presence of metal catalysts
at the nanotube tip, as such experimental techniques are sensitive to tiny
amounts of magnetic transition metals. At this stage, a better experimental
characterization method for the atomic structure of single-walled nanotube
tips is required.

8 Catalytic growth mechanism for nanotube bundles

Both in the vaporization [5] and in the arc-discharge [6] catalytic techniques,
nearly perfect single-wall nanotubes of uniform diameter (� 1:4nm) are pro-
duced in high yield (70{90%), and are arranged in bundles or ropes (2D
triangular lattice) of a few tens of tubes with similar spacing between ad-
jacent neighbors (�3.2�A [42]). Only a few isolated carbon single-shell tubes
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are observed. Additionally, the use of a second element beside the catalyst
(bi-metal mixtures : Ni-Co, Ni-Y, : : : ) is also found to produce the greatest
yield, sometimes 10{100 times that for single metals alone. JCC: any idea why

a second element
works better?

Actually no coherent explanation of the growth mechanism has clearly
emerged yet to explain the formation of ropes of single-shell tubes. However,
some crucial information can be extracted from TEM observations. Larger-
diameter bundles consist mostly of an assembly of smaller bundles separated
by twin-like boundaries [6], suggesting for their formation an alignment of the
pre-formed smaller bundles due to van der Waals forces. In contrast, these
pre-formed smaller bundles are probably the result of a correlated growth
between single-wall nanotubes which constitute this rope. JCC: Any comment

of rope vs bundle?Such a correlated growth could be explained by a modi�ed \spot-weld"
model proposed for the stabilization of the open growing edge of multishell
tubes [21]. During the growth of ropes, bridging metal catalyst adatoms could
connect the open edges of two neighboring single-wall nanotubes (see Fig. 15),
preventing the spontaneous closure of each single-shell tube. The chemical
activity of the open end would still be very important due to the presence of
the metal catalyst as a surfactant, favoring the formation of long ropes.

The feed stock for the rope arrives at the growing end of the nanotube
mostly by the di�usion of carbon clusters along the sides of the tubes and also
from direct incorporation of carbon from the vapor phase. While only a few
catalytic bridges need to be involved in the growth of nearest-neighboring
single-wall tubes, other metal atoms will soon congregate at the growing
edge, forming other links or small metal clusters. The metal catalyst that
exists at the live end of the growing rope, needs to be su�ciently e�cient
to incorporate the large amount of available carbon feed-stock in the perfect
cylindrical network of the tubes. If the cluster is too large, it can be ejected
from the growing edge of the rope, explaining its observation along the walls
of nanotube bundles [38]. Some static and dynamical ab initio calculations are
now being performed [35] to check the validity of the proposed mechanism.

9 Root growth mechanism for single-shell nanotubes

In the catalytic growth experiments, two situations arise. In the �rst case, the
metal particle, which is not frequently observed, is found to be reduced to one
or a few metal atoms, as described above. In the second situation, carbon and
metal atoms can condense and form alloy particles during the arc discharge.
As these particles are cooled, carbon atoms, dissolved in the particle, seg-
regate onto the surface, because the solubility of the surface decreases with
decreasing temperature. As the system is cooled, soot is formed. The sizes of
the soot particles are several tens of nm wide (much larger than single-shell
nanotube diameters), and are identi�ed by TEM observations as embedded
metal clusters surrounded by a coating of a few graphitic layers. Some sin-
gularities at the surface structure or atomic compositions may catalyze the
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Fig. 15. Schematic ball-and-stick representation of a nanotube bundle composed
of seven (6,6) armchair carbon nanotubes (white spheres). Several transition metal
catalyst Ni and/or Co atoms (in black) are shown, occupying sites between the
growing edge of adjacent single-shell nanotubes, thus stabilizing the open edge
con�guration of the nanotube bundle ****Reference??***

formation of single-wall tubes (as described by sea-urchin models [43,44]),
thereby providing another mechanism for the growth of single-wall carbon
nanotubes. After the formation of the tube nuclei, carbon is supplied from
the core of the particle to the root of the tubes, which grow longer maintain-
ing hollow capped tips. Addition of carbon atoms (or dimers) from the gas
phase at the tube tips (opposite side) also probably helps the growth.

Many single-shell nanotubes are observed to coexist with catalytic parti-
cles and often appear to be sticking out of the particle surfaces, as shown in
Fig. 16. One end of the tubule is thus free, the other one being embedded in
the particle, which often has a size exceeding the nanotube diameter by well
over one order of magnitude.

Classical molecular-dynamics simulations [45] reveal a possible atomistic
picture for this root growth mode for single-wall tubes. According to the
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Fig. 16. Transmission electron micrograph of single-wall nanotubes growing radi-
ally from a Ni-carbide particle (bottom) [38]. The top inset illustrates the hypo-
thetical growth process of single-shell tubes from a metal-carbon alloy particle: (a)
segregation of carbon towards the surface, (b) nucleation of single-wall tubes on
the particle surface, and (c) growth of these nanotubes [44]
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model, carbon atoms precipitate from the metal particle, migrate to the tube
base, and are incorporated into the nanotube network, thereby leading to
defect-free growth. The simulation consists of treating the outermost layer
of a large metal particle, embedded in a few carbon layers, out of which a
capped single-shell nanotube protrudes (see Fig. 17).

(a)

(b)

hexagons
mostly heptagons

pentagon
and hexagons

Fig. 17. Schematic wireframe representation of the top (a) and side (b) views of
a (11,3) nanotube growing out of a at all-hexagonal graphene sheet by a root
mechanism involving the presence of heptagons at the tube base [45].

The calculation shows that the addition of new hexagons at the tube base
occurs through a sequence of processes involving a pair of \handles" on the
opposite bonds of a heptagon. The heptagon defects are present due to the
positive curvature needed to create the carbon protrusion (see Fig. 17). These
\handles" are formed by adatoms between a pair of nearest-neighboring car-
bon atoms. Calculations show that the energy of a single handle is a min-
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imum at the point of highest curvature, explaining why these handles are
attracted to the tube base region, where the heptagons are located [45]. Fig-
ure 18 schematically displays the process of hexagon addition (without creat-
ing another defect) when an isolated heptagon or a 5{7 pair (pentagon and
heptagon rings connected together) is introduced into the carbon network.
An even number of handles leads to the creation of new hexagons at the tube
stem, and thus to a defect-free root growth mechanism.

Fig. 18. The atomistics of the addition of a single hexagon at the nanotube base by
bond formation between a pair of handle atoms (black dots) at the opposite sides
of a heptagon [45]. (a) for an isolated heptagon, a 5{7 pair forms in addition to a
hexagon; (b) for a 5{7{6 complex, only an additional hexagon forms. (c) Shows the
annihilation of two adjacent 5{7 pairs into four hexagons by a Stone-Wales switch,
but retaining the same number of carbon atooms [46]

Providing an atomistic picture of nanotube nucleation is more di�cult [45].
The chemical processes involved in the co-evaporation of carbon and metal in
the arc discharge, the solvation of carbon into the metal particle, the conden-
sation of metal-carbide particles into quasi-spherical droplets upon cooling,
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and the subsequent precipitation of carbon, are extremely complex processes.
Simulating all these steps requires a microscopically detailed understanding
of the process of arc discharge evaporation which is not presently available.
However, the present model does show that protrusions with a diameter small
compare to their height can lead to nanotube nucleation, while wider protru-
sions lead only to strained graphene sheets and no nanotube growth.

10 Conclusion

Since their discovery in 1991, great progress has been made in the understand-
ing of carbon nanotube growth. There has been a constant fruitful interplay
between theoretical calculations and experimental measurements which has
enhanced our insight into the formation processes of these ultimate carbon
�bers.

Several mechanisms, as described above, have been proposed to account
for the growth mechanisms of single-wall, multi-wall and ropes of carbon
nanotubes with or without the presence of any catalyst. The key role played
by the metal catalyst is crucial for understanding the growth of single-shell
tubes at the microscopic level. However, the actual role of the metal or alloy
is still very confusing, although some interesting models have been proposed.
At the present stage, experimental observations of quenched-growth single-
wall structures are required to validate one or another of these models. In-situ
experimental studies have just started [47,48], and are very promising for a
direct determination of important characteristics, such as the temperature
gradient, time evolution of the matter aggregation after the initial vaporiza-
tion of the di�erent chemical species, : : : Actually, experimental observations
to date have relied only on the study of the soot after the synthesis has oc-
curred.

Probably the most intriguing problem is to understand the microscopic
mechanism and optimum conditions for the formation of well-designed single-
wall nanotubes. Although it has been argued that the armchair nanotube
structure is favored energetically [5], experimental conditions under which
these tubules would be grown with good control are still not yet well known.
Nonetheless, as more experimental data become available to correlate the
atomic structure and the synthesis conditions, and more is known about the
growth at the atomic level, it is hoped that controlled growth of single-walled
carbon nanotubes with designed structures will be achieved soon. In addition,
with further experimental con�rmation of their unique properties, there will
be a great incentive to develop industrial-scale production methods.
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Abstract. The inorganic analogs of carbon fullerenes and nanotubes, like MoS2
and BN, are reviewed. It is argued that nanoparticles of 2D layered compounds are
inherently unstable in the planar con�guration and prefer to form closed cage struc-
tures. The progress in the synthesis of these nanomaterials, and, in particular, the
large-scale synthesis of BN, WS2 and V2O5 nanotubes, are described. Some of the
electronic, optical and mechanical properties of these nanostructures are reviewed.
The red-shift of the energy gap with shrinking nanotube diameter is discussed as
well as the suggestion that zigzag nanotubes exhibit a direct gap rather than an
indirect gap, as is prevalent in many of the bulk 2D materials. Some potential appli-
cations of these nanomaterials are presented as well, most importantly the superior
tribological properties of WS2 and MoS2 nested fullerene-like structures (onions).
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1 Introduction

Following the discovery of carbon fullerenes [1] and later on carbon nanotubes
[2], it was recognized that polyhedral structures are the thermodynamically
stable form of carbon under the constraint that the number of atoms is not
allowed to grow beyond a certain limit. However, if one considers the stimulus
for the formation of such nanostructures, it is realized that these kinds of
perfectly organized nanostructures should not be limited to carbon, only.
As shown in Fig. 1, the propensity of nanoparticles of graphite [Fig. 1(a)]
to form hollow closed structures stems from the high energy of the dangling
bonds at the periphery of the nanoparticles, a property which is also common
to materials like MoS2 [Fig. 1(b)]. It was therefore hypothesized [3,4] that
the formation of closed polyhedra and nanotubes is a generic property of
materials with anisotropic 2D layered structures. These kind of structures
are often called inorganic fullerene-like (IF) structures. Thus Fig. 2 shows a
multi-wall nanotube of MoS2, which was observed in ultra-thin �lms of such
compounds grown on quartz substrates. Numerous examples for the validity
of this concept have been provided over the last few years. Phrased in di�erent
terms, a signi�cant body of evidence suggests that the phase diagram of
elements, which form layered compounds, include the new phase of hollow
and closed nano-materials (nanostructures) within the phase diagram of the
layered compound itself. Provided that the crystallites cannot grow beyond
a certain size (less than say 0.2�m), this nanostructured phase would be the
thermodynamically preferred phase. Nanotubular structures were produced
also from 3D compounds, like TiO2 [5], and there seems to be no limit to
the kind of compound that can serve as a precursor for the formation of
nanotubular structures. However, as will become clear from the discussion
below, a clear distinction holds between nanotubular structures obtained from
3D and layered 2D compounds. Intuitively, a 3D compound cannot form a
perfectly ordered, awless nanotubular or polyhedral structure, since some of
the bonds, particularly on the surface of the nanotube remain unsatis�ed. On
the other hand, 2D (layered) compounds form perfectly crystalline closed cage
structures, by introducing elements of lower symmetry into the generically
hexagonal tiling of the crystalline planes. For a recent review of the subject,
the reader is referred to Ref. [6].

A number of di�erent synthetic strategies have been developed, which
yield large amounts of nanotubes of V2O5 [7], WS2 [8,9], BN [10] and related
structures. Although the detailed growth mechanism of the inorganic nan-
otubes is not fully understood, some progress has been realized in unraveling
the growth mechanism.

Structural aspects of these nanoparticles are also discussed in this review.
It was found that di�erent growth strategies lead to inorganic nanotubes with
quite distinct structures, as discussed below.

In some cases (such as for BN [10]) methods have been found to �ne-
tune the synthesis procedure and, as for carbon-based systems, it is possible
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Fig. 1. Schematic draw-
ings of graphite (upper
�gure) and WS2 nan-
oclusters (lower �gure) in
a 2H polytype structure.
Note that in both cases
the surface energy, which
destabilizes the planar
topology of the nanoclus-
ter, is concentrated in the
prismatic edges parallel
to the c-axis (k c) [3]

to generate inorganic nanoparticles and nanotubes of a speci�ed and mono-
disperse size and with a uniform number of layers. However, in general such
size and product selection has not yet been demonstrated for the majority
of the inorganic fullerene and nanotube analogs which we here describe. It
is believed that this reects more an \early development stage" phenomenon
rather than intrinsic fundamental synthesis barriers.

So far, the properties of inorganic nanotubes have been studied rather
scantly. Optical measurements in the UV-vis. range and Raman scattering
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Fig. 2. TEM image of an
edge of a multi-wall nan-
otube (MWNT) of MoS2,
7 molecular layers thick.
The distance between ad-
jacent layers is 6.15 �A.
The c-axis is always nor-
mal to the surface of the
nanotube [4]

have provided important clues regarding the electronic structure of these
nanoparticles. Generically, semiconducting nanoparticles of 3D compounds
exhibit a blue shift in the absorption and luminescence spectrum due to
quantum size e�ects. In contrast, the bandgap of semiconducting nanotubes,
like BN [11], shrinks with decreasing nanotube diameter, which is attributed
to the strain in the folded structure.

The mechanical properties of inorganic fullerenes and nanotubes are ex-
pected to be unique and in some cases truly exceptional. The strong covalent
sp2 bonds of BN-based systems, for example, yield nanotubes with the highest
Young's modulus of any known insulating �ber [12]. Very good tips for scan-
ning probe microscopes have been prepared from WS2 nanotubes [13]. The
mechanical and chemical stability of these structures is attributed to their
structural perfection and rigidity. The potential applications of inorganic nan-
otubes as conducting or non-conducting structural reinforcements, or tips for
scanning probe microscopy for the study of soft tissues, rough surfaces, and
for nano-lithography are further discussed in this review. Most importantly,
these kinds of nanoparticles exhibit interesting tribological properties, also
briey discussed.
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2 Categorizing di�erent inorganic compounds forming

nanotubular structures

The driving force for the growth of inorganic nanotubes has been briey
mentioned in the previous section. Layered (2D) compounds are known to
have fully satis�ed chemical bonds on their van der Waals (basal) planes and
consequently their (0001) surfaces are generally very inert. In contrast, the
atoms on the prismatic (10�10) and (11�20) faces are not fully bonded and they
are therefore chemically very reactive. When nanoclusters of a 2D compound
are formed, the prismatic edges are decorated by atoms with dangling bonds,
which store enough chemical energy to destabilize the planar structure. One
way to saturate these dangling bonds is through a reaction with the envi-
ronment, e.g., reaction with ambient water or oxygen molecules. However, in
the absence of reactive chemical species, an alternative mechanism for the
annihilation of the peripheral dangling bonds may be provoked, leading to
the formation of hollow closed nanoclusters. For this process to take place,
su�cient thermal energy is required in order to overcome the activation bar-
rier associated with the bending of the layers (elastic strain energy). In this
case, completely seamless and stable hollow nanoparticles are obtained in the
form of either polyhedral structures or elongated nanotubes.

However, this is not the sole mechanism which can lead to the formation of
nanotubular or microtubular structures. One mechanism, which was already
proposed by Pauling [14], involves 2D compounds with a non-symmetric unit
cell along the c-axis, like that of kaolinite. The structure of this compound
is made by the stacking of layers consisting of SiO2 tetrahedra and AlO6

octahedra, the latter having a larger b parameter. To compensate for this ge-
ometric mismatch, hollow whiskers are formed, in which the AlO6 octahedra
are on the outer perimeter and the SiO2 tetrahedra are in the inner perime-
ter of the layer. In this geometry, all the chemical bonds are satis�ed with
relatively little strain. Consequently, the chemical and structural integrity of
the compound is maintained.

Nanotubes and microtubes of a semi-crystalline nature can be formed
by almost any compound, using a template growth mechanism. Amphiphilic
molecules with a hydrophilic head group, like carboxylate or an -OH group,
and a hydrophobic carbon-based chain are known to form very complex phase
diagrams, when these molecules are mixed with, e.g., water and an aprotic
(non-aqueous) solvent [15]. Structures with a tubular shape are typical for at
least one of the phases in this diagram. This mode of packing can be exploited
for the templated growth of inorganic nanotubes, by chemically attaching a
metal atom to the hydrophilic part of the molecule. Once the tubular phase
has been formed, the template for the tubular structure can be removed,
e.g., by calcination. In this way, stable metal-oxide nanotubes, can be ob-
tained from various oxide precursors [16]. Nonetheless, the crystallinity of
these phases is far from being perfect, which is clearly reected by their
x-ray di�raction (XRD) and electron di�raction patterns. Thus, whereas a
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Fig. 3. Strain energy
versus diameter for the
formation of BN and car-
bon nanotubes relative
to their sheet structures.
Closed and open circles
indicate the energy for
BN and carbon nan-
otubes, respectively.
(Courtesy of X. Blase)
[17]

net of sharp di�raction spots is observed in the electron di�raction patterns
of nanotubes from 2D (layered) compounds, the electron di�raction of nan-
otubes from 3D (isotropic) materials, appears as a set of di�use di�raction
rings, which alludes to their imperfect crystallinity. Also, the sharpness of the
di�raction pattern in the latter case may vary from point to point, alluding
to the di�erence in crystallinity of the di�erent domains on the nanotube.

Interestingly, the stability of inorganic nanotubes and nanoparticles can
be quite high. Figure 3 shows theoretical results for the strain energy needed
to form a nanotube of a given diameter for both BN nanotubes and C nan-
otubes [17]. The closed circles represent the strain energy needed to form
a BN tube relative to a sheet of hexagonal BN, while the open circles in-
dicate the energy of a carbon nanotube relative to graphite. Clearly both
organic and inorganic nanotubes are high energy metastable structures, but
compared to their respective sheet materials, BN nanotubes are energetically
even more favorable than carbon nanotubes.

3 Synthesis of inorganic nanotubes

Recently, a few techniques for the synthesis of large amounts of WS2 and
MoS2 multiwall inorganic nanotubes have been described [8,9,18{23]. Each
of these techniques is very di�erent from the others and produces nanotube
material of somewhat di�erent characteristics. This fact by itself indicates
that the nanotubes of 2D metal-dichalcogenides are a genuine part of the
phase-diagram of the respective constituents. It also suggests that, with slight
changes, these or related techniques can be used for the synthesis of nanotubes
from other inorganic layered compounds.

The inorganic nanotube series consisting of BxCyNz is particularly inter-
esting, in that various stoichiometries, including BN, BC3, and BC2N have
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Fig. 4. Two entangled
spiral WS2 nanotubes ob-
tained by the chemical
vapor transport method
[19]

been predicted [11] and experimentally realized [24,25]. For BN, single-wall
nanotubes have been synthesized and techniques now exist for the mass-
production of mono-disperse double-walled BN nanotubes, including crys-
talline \ropes" of double-walled BN nanotubes. Multiwall BxCyNz tubes are
also easily produced.

One of the earliest synthesis methods [18{22] of inorganic nanotubes made
use of the chemical vapor transport method, which is the standard growth
technique for high quality single crystals of layered metal-dichalcogenide
(MX2) compounds. According to this method, a powder of MX2 (or M and
X in the 1:2 ratio) is placed on the hot side of an evacuated quartz ampoule,
together with a transport agent, like bromine or iodine. A temperature gra-
dient of 20-50�C is maintained. After a few days, a single crystal of the same
compound grows on the cold side of the ampoule. Accidentally, microtubes
and nanotubes of MoS2 were found on the cold end of the ampoule. These
preliminary studies were extended to other compounds, like WS2 (see for ex-
ample, Fig. 4), and the method was optimized with respect to the production
of nanotubes rather than for bulk crystals. Since the synthesis duration of
this process is rather long (over two weeks time), it would be rather di�cult
to optimize the present synthesis method for the production of single wall
nanotubes from these compounds. Whereas nanotubes produced by chemical
vapor transport were found to consist of the 2H polytype [19], microtubes of
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diameters exceeding 1�m and lengths of a few hundreds of �m were found
to prefer the 3R polytype [21] (see below).

An alternative method for the synthesis of MoS2 nanotubes has also been
reported [23]. This synthesis is based on a generic deposition strategy, which
has been advanced mostly through the work of Martin [26]. Nonuniform elec-
trochemical corrosion of aluminum foil in an acidic solution produces a dense
pattern of cylindrical pores, which serve as a template for the deposition
of nano�laments from a variety of materials. Thermal decomposition of a
(NH4)2MoS4 precursor, which was deposited from solution at 450�C and the
subsequent dissolution of the alumina membrane in a KOH solution led to the
isolation of large amounts of MoS2 nanotubes. However, due to the limited
stability of the alumina membrane, the annealing temperatures of the nan-
otubes were relatively low, and consequently their structure was imperfect.
In fact, the MoS2 nanotubes appeared like bamboo-shaped hollow �bers [26].

The synthesis of a pure phase of WS2 nanotubes, 2{10�m long and with
diameters in the range of 20{30nm has been recently reported [8,9]. A typ-
ical assemblage of such nanotubes is shown at two magni�cations in Fig. 5.
Here, short tungsten-oxide nano-whiskers (50{300nm long) react with H2S
under mild reducing conditions. The oxide precursors are prepared in the
presence of water vapor. One can visualize the growth process of the encap-
sulated nanowhisker as follows. At the �rst instant of the reaction (Fig. 6a),
the short oxide nanowhisker reacts with H2S and forms a protective tung-
sten disul�de monomolecular layer, which covers the entire surface of the
growing nanowhisker, excluding its tip. This WS2 monomolecular skin pro-
hibits coalescence of the nanoparticle with neighboring oxide nanoparticles,
which therefore drastically slows their coarsening. Simultaneous condensa-
tion of (WO3)n or (WO3�x�H2O)n clusters on the uncovered (sulphur-free)
nanowhisker tip, and their immediate reduction by hydrogen gas, lead to the
lowering of the volatility of these clusters and therefore to the tip growth.
This concerted mechanism leads to a fast growth of the sul�de-coated oxide
nanowhisker. Once the oxide source is depleted, the vapor pressure of the
tungsten oxide in the gas phase decreases and the rate of tip growth slows
down. This leads to the termination of the growth process, since the rate
of the sul�dization of the oxide skin continues at the same pace and the
exposed whisker tip becomes coated with the protective sul�de skin. This
process leads to the formation of oxide nanowhiskers 2{10�m long, coated
with an atomic layer of tungsten sul�de. After the �rst layer of sul�de has
been formed, in an almost instantaneous process, the conversion of the oxide
core into tungsten sul�de is a rather slow di�usion-controlled process. The
oxide nanowhisker growth is schematically illustrated in Fig. 6b. Note that
during the gradual reduction of the oxide core, the CS planes in the oxide
phase rearrange themselves and approach each other [27] until a stable re-
duced oxide phase-W3O8 is reached [28]. This phase provides a su�ciently
open structure for the sul�dization to proceed until the entire oxide core is



Inorganic Materials 91

Fig. 5. Scanning electron microscopy image (two magni�cations) of a mat of WS2
nanotubes obtained from a powder of short asymmetric oxide nanoparticles by a
combined reduction/sul�dization process [9]
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Fig. 6. Schematic representation of the growth model of the WS2 nanotubes [9]

consumed and converted into a respective sul�de. Furthermore, the highly
ordered nature of the reduced oxide provides a kind of a template for a virtu-
ally dislocation-free sul�de layer growth. Further reduction of the oxide core
would bring the sul�dization reaction to a halt [29]. It was indeed shown that
in the absence of the sul�de skin, the oxide nanowhisker is reduced rather
swiftly to a pure tungsten nanorod. Therefore, the encapsulation of the oxide
nanowhisker, which tames the reduction of the core, allows for the gradual
conversion of this nanoparticle into a hollow WS2 nanotube. The present
model alludes to the highly synergistic nature between the reduction and
sul�dization processes during the WS2 nanotube growth and the conversion
of the oxide core into multiwall tungsten sul�de nanotubes. It is important
to emphasize that the diameter of the nanotube is determined by the pre-
cursor diameter in this process. The number of WS2 layers increases with
the duration of the reaction until the entire oxide is consumed. This permits
very good control of the number of walls in the nanotube, but with the oxide
core inside. The oxide whisker can be visualized as a template for the sul�de,
which grows from outside inwards. This method does not lend itself to the
synthesis of (hollow) single wall nanotubes, since long whiskers, a few nm
thick, would not be stable.
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The multiwall hollow WS2 nanotubes, which are obtained at the end of
the process are quite perfect in shape, which has a favorable e�ect on some
of their physical and electronic properties. This strategy, i.e., the prepara-
tion of nanowhiskers from a precursor and their subsequent conversion into
nanotubes, is likely to become a versatile vehicle for the synthesis of pure
nanotube phases from other 2D layered compounds, as well.

Another strategy for the synthesis of inorganic nanotubes is through the
sol-gel process [6,29{32]. Here, a metal organic compound is dissolved to-
gether with a template-forming species in alcohol, and a template structure
for the growth of nanotubes is formed. The addition of small amounts of
water leads to a slow hydrolysis of the organic-metal compound, i.e., the
formation of metal-oxide sol, but the template structure is retained. Upon
tuning of the pH, the sol transforms into a gel, which consists of a -M-O- poly-
mer with longer chains. In the case of the layered compound V2O5 [29,30],
a sol was �rst prepared by mixing vanadium (V) oxide tri-isoporpoxide with
hexadecylamine in ethanol and aging the solution while stirring, which re-
sulted in the hydrolysis of the vanadium oxide. Subsequent hydrothermal
treatment at 180�C led to the formation of nanotubes with the formal com-
position VO2:4�(C16H33NH2)0:34. These nanotubes are crystalline, which is
evident from their X-ray and electron di�raction patterns. Facile and (quite)
reversible Li intercalation into such nanotubes has been demonstrated [31],
which puts this material into the forefront of high energy density battery
research.

Thus far, only metal oxide nanotubes have been synthesized by this pro-
cess. Whereas crystalline nanotubes were obtained from 2D (layered) oxides,
the 3D oxide compounds, like SiO2 [32] resulted in semicrystalline or amor-
phous nanotubes only. In principle, this kind of process could be extended to
the synthesis of nanotubes from chalcogenide and halide compounds in the
future.

In another procedure, carbon nanotubes were used as templates for the
deposition of V2O5 nanotubes; the template was subsequently removed by
burning the sample in air at 650�C [33]. This strategy can be easily adopted
for the synthesis of di�erent oxide nanotubes, as shown below.

The heating of an ammonium thiomolybdate compound with the formula
(NH4)2Mo3S13 � xH2O was shown to lead to its decomposition around 673K
and to the formation of a non-homogeneous MoS2 phase, which also con-
tains elongated MoS2 particles (mackles) [34]. The mackles are ascribed to a
topochemical conversion of the precursor particles, which form closed layers
of MoS2 on top of an amorphous core (possibly a-MoS3).

Crystallization of amorphous MoS3 (a-MoS3) nanoparticle precursors by
the application of microsecond long electrical pulses from the tip of a scan-
ning tunneling microscope, led to the formation of composite nanoparticles
with an IF-MoS2 envelope and an a-MoS3 core [35]. The MoS2 shells were
found to be quite perfect in shape and fully closed. This observation is in-
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dicative of the fast kinetics of the crystallization of fullerene-like structures.
A self-propogating self-limiting mechanism, has been proposed [35]. Accord-
ing to this model, the process is maintained by the local heating due to the
exothermic nature of the chemical reaction and of the crystallization process
until the MoS2 layers are completed and closed [35].

A novel room-temperature method for producing nested fullerene-like
MoS2 with an a-MoS3 core using a sono-electrochemical probe has been de-
scribed recently [36]. MoS2 nanotubes also occur occasionally in this product.
Ultrasonically-induced reactions are attributed to the e�ect of cavitation,
whereby very high temperatures and pressures are obtained inside implod-
ing gas-bubbles in liquid solutions [37]. The combination of a sono-chemical
probe with electrochemical deposition has been investigated for some time
now [38,39]. Generally, the decomposition of the gas molecules in the bubble
and the high cooling rates lead to the production of amorphous nanomate-
rials. It appears, however, that in the case of layered compounds, crystalline
nanomaterials with structures related to fullerenes, are obtained by sono-
chemical reactions [36]. In this case, the collapsing bubble serves as an iso-
lated reactor and there is a strong thermodynamic driving force in favor of
forming the seamless (fullerene-like) structure, rather than the amorphous or
plate-like nanoparticle [35,40]. In fact, there appears to exist a few similari-
ties between the above two methods for the preparation of IF-MoS2 [35,36].
First, both processes consist of two steps, where the a-MoS3 nanoparticles
are initially prepared and are subsequently crystallized by an electrical pulse
[35] in one case, and by a sonochemical pulse in the other process [36]. A
compelling factor in favor of the fast kinetics of fullerene-like nanoparticle
formation is that, in both processes, the envelope is complete, while the core
of the nanoparticles (>20nm) remains amorphous. Since, the transformation
of the amorphous core into a crystalline structure involves a slow out-di�usion
of sulfur atoms, the core of the nanoparticles is unable to crystallize during
the short (ns { �s) pulses. It is likely that the sonochemical formation of
IF-MoS2 nanoparticles can also be attributed to the self-propagating self-
limiting process described above.

In a related study, scroll-like structures were prepared from the layered
compound GaOOH by sonicating an aqueous solution of GaCl3 [41]. This
study shows again the preponderance of nanoparticles with a rolled-up struc-
ture from layered compounds. It has been pointed-out [42] that in the case
of non-volatile compounds, the sonochemical reaction takes place on the in-
terfacial layer between the liquid solution and the gas bubble. It is hard to
envisage that a gas bubble of such an asymmetric shape, as the GaOOH
scroll-like structure, is formed in an isotropic medium. Alternatively, one can
envisage that a monomolecular layer of GaOOH is formed on the bubble's
envelope, which rolls into a scroll-like shape once the bubble is collapsed. As
shown in Ref. [41], rolled-up scroll-like structures were obtained by sonication
of InCl3, TlCl3 and AlCl3, which demonstrates the generality of this process.
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Hydrolysis of this group of compounds (MCl3) results in the formation of the
layered compounds MOOH, which, upon crystallization, prefer the fullerene-
like structures. Nevertheless, MOCl compounds with a layered structure are
also known to exist and their formation during the sonication of MCl3 so-
lutions has not been convincingly excluded. More recently, the same group
reported the formation of fullerene-like Tl2O nanoparticles by the sonochem-
ical reaction of TlCl3 in aqueous solution [43]. Some compounds with the
formula M2O, where M is a metal atom, possess the anti-CdCl2 structure,
with the anion layer sandwiched between two cation layers. Currently, the
yield of the IF-Tl2O product is not very high (�10%), but puri�cation of
this phase by the selective heating of the sample to 300�C has been demon-
strated. Furthermore, size and shape control of the fullerene-like particles is
not easy in this case. Nonetheless, the fact that this is a room temperature
process is rather promising, and future developments will hopefully permit
better control of the reaction products. Perhaps most important, the ver-
satility of the sonochemical technique is a clear-cut asset for nanoparticle
synthesis. It is also to be noted that Tl2O is a rather unstable compound in
bulk form, and the formation of a closed IF structure appears to render it
a stable phase. NiCl2 \onions" and nanotubes prepared by sublimation of a
NiCl2 powder at 950

�C was reported [44]. These nanotubes have potentially
interesting magnetic properties. However, their large scale synthesis has only
met with partial success so far, mostly due to the hygroscopic nature of the
precursor.

As discussed above briey, semi-crystalline or amorphous nanotubes can
be obtained from 3D compounds and metals, by depositing a precursor on
a nanotube-template intermediately, and subsequent removing the template
by, for example, calcination. Since a nanotube is a rolled-up structure of a
2D molecular sheet, there is no way that all the chemical bonds of a 3D
compound will be fully satis�ed on the nanotube inner and outer surface.
Therefore, in this case, the nanotubes cannot form a fully crystalline struc-
ture and the nanotube surface is not going to be inert. Nonetheless, there are
certain applications, like in catalysis, where such a high surface area pattern
with reactive surface sites (i.e., unsaturated bonds) is highly desirable. The
�rst report of SiO2 nanotubes [45] came serendipitously during the synthesis
of spherical silica particles by the hydrolysis of tetraethylorthosilicate in a
mixture of water, ammonia, ethanol and tartaric acid. More recently, nan-
otubes of SiO2 [46], TiO2 [5,47], Al2O3 and ZrO2 [5,48], etc. have been pre-
pared by the self-assembly of molecular moieties on preprepared templates,
like carbon nanotubes, elongated micelles, or other templates which instigate
uniaxial growth. In fact, there is almost no limitation on the type of inor-
ganic compound which can be `molded' into this shape, using this strategy.
We note in passing, that although the production of carbon nanotubes does
not lend itself to an easy scale-up, the tuneability of the carbon nanotube
radii and the perfection of its structure could be important for their use as
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a template for the growth of inorganic nanotubes with a controlled radius.
The formation of nanootubular structures can be rather important for the
selective catalysis of certain reactions, where either the reaction precursor or
the product must di�use through the (inorganic) nanotube inner core.

The rational synthesis of peptide based nanotubes by the self-assembling
of polypeptides into a supramolecular structure, was demonstrated. This self-
organization leads to peptide nanotubes having channels 0.8 nm in diameter
and a few hundred nm long [49]. The connectivity of the proteins in these
nanotubes is provided by weak bonds, like hydrogen bonds. These structures
bene�t from the relative exibility of the protein backbone, which does not
exist in nanotubes of covalently bonded inorganic compounds.

We now discuss the synthesis of BxCyNz nanotubes and nanoparticles.
The similarity between graphite and hexagonal BN suggests that some of
the successful synthesis methods used for carbon nanotube production might
be adapted to BxCyNz nanotube growth. This is indeed the case. A non-
equilibrium plasma arc technique has been used to produce pure BN nan-
otubes [25]. To avoid the possibility of carbon contamination, no graphite
components are used in this synthesis. The insulating nature of bulk BN pre-
vents the use of a pure BN electrode. Instead, a pressed rod of hexagonal BN
is inserted into a hollow tungsten electrode forming a compound anode. The
cathode consists of a rapidly cooled pure copper electrode. During discharge,
the environmental helium gas is maintained at 650 torr and a dc current
between 50A and 140A is applied to maintain a constant potential drop of
30V between the electrodes. The arc temperature exceeds 3700K.

Arcing the BN/W compound electrode results in a limited amount of dark
gray soot deposit on the copper cathode, in contrast to the cohesive cylindri-
cal boule which typically grows on the cathode upon graphite arcing. High
resolution TEM studies of the soot reveal numerous multiwalled nanotubes.
Figure 7 shows a representative TEM image of a BN nanotube thus produced.
Electron energy loss spectroscopy (EELS) performed on individual nanotubes
inside the TEM con�rms the B-N 1:1 stoichiometry. Figure 7 shows that the
end of the BN nanotube contains a dense particle, most likely tungsten or a
tungsten-boron-nitrogen compound. In contrast to carbon nanotubes, where
the capping is fullerene-like or involves pentagons and heptagons, BN tube
closure by pentagon formation is suppressed in order to inhibit the formation
of less favorable B-B bonds. The small metal cluster may thus simultaneously
act as a growth catalyst and as an aid to capping the nanotube by relieving
strain energy.

Di�erent synthesis methods have been successfully employed to produce
BN nanotubes. An arc-discharge method employing HfB2 electrodes in a ni-
trogen atmosphere yields BN nanotubes with a wall number ranging from
many to one [50]. In this synthesis method, the Hf is apparently not incorpo-
rated into the tube itself, but rather acts as a catalyzing agent. The source of
nitrogen for tube growth is from the N2 environmental gas. The ends of the
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Fig. 7. TEM micrograph of the end of a BN nanotube showing termination by a
metal particle. (Courtesy of N.G. Chopra [25])

BN nanotubes thus produced appear to be pure BN, with unusual geometries
reecting the bond frustration upon closure. Tantalum has also been used as
the catalyzing agent in the synthesis of various nanoscale BN structures us-
ing arc-vaporization methods [51]. Pure BN nanotubes are produced, along
with other nanoparticles, including onion-like spheres similar to those pro-
duced by a high intensity electron irradiation method [52]. In other studies,
circumstantial evidence is found for the presence of B2N2 squares at the BN
nanotube tips, as well as B3N3 hexagons in the main fabric of the nanotubes
[51].

A most intriguing observation is that of BxCyNz nanotubes with seg-
regated tube-wall stoichiometry [53]. Multiwall nanotubes containing pure-
carbon walls adjacent to pure BN walls have been achieved, forming a sort of
nanotube coaxial structure. In one speci�c tube studied carefully by EELS,
the innermost three walls of the tube contained only carbon, the next six walls
were comprised of BN, and the last �ve outermost walls were again pure
carbon. The entire 14-walled composite nanotube was 12 nm in diameter.
Similar layer segregation is obtained for onion-like coverings over nanoparti-
cles (quite often the core nanoparticle is composed of the catalyst material).
Related studies have also found BxCyNz nanotubes consisting of concentric
cylinders of BC2N and pure carbon. A reactive laser ablation method has
also been used to synthesize multi-element nanotubes containing BN [54].
The nanotubes contain a silicon carbide core followed by an amorphous sili-
con oxide intermediate layer; this composite nano-rod is then sheathed with
BN and carbon nanotube layers, segregated in the radial direction. It has
been speculated that the merging BN and carbon nanotube structures may
be the basis for novel electronic device architectures.

The above-described methods for BxCyNz nanotube synthesis unfortu-
nately result in relatively low product yields, and do not produce mono-
disperse materials. Recently, a method has been developed which produces
virtually mono-disperse BN double-walled nanotubes in large quantity [10].
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Fig. 8. High resolution TEM im-
age of a BN nanotube with two
layers. Inset: Image of a BN nan-
otube end. (Courtesy of J. Cum-
ings [10])

Multi-wall BN \nano-cocoons" with etchable cores have also been synthesized
in large quantity [10] using this method. The synthesis employs nitrogen-free,
boron-rich electrodes arced in a pure nitrogen gas environment. The elec-
trodes incorporate 1 at.% each of nickel and cobalt. Arcing in a dynamic N2

gas environment with a pressure near 380Torr results in an abundance of
gray web-like material inside the synthesis chamber; this material contains
a high percentage of double-walled BN nanotubes, as shown in Fig. 8. The
tubes have a narrow size distribution, centered on 2.7 nm (outer diameter)
with a standard deviation of 0.4 nm. The double walled BN nanotubes of-
ten aggregate as \ropes", very similar to the crystalline rope-like structures
previously observed for mono-disperse single-walled carbon nanotubes [55].
Figure 9 shows BN nano-cocoons before and after their cores have been etched
out with acid [10]. The nano-cocoons can be formed with a relatively uniform
size distribution.

The double-wall BN structure has been observed to form in the case of
HfB2 arced in nitrogen gas [50] and is claimed to be the dominant structure
in laser ablation of BN with a Ni/Co catalyst carried out in a nitrogen carrier
gas [56]. It has been proposed that lip-lip interactions [57] could stabilize the
growth of open-ended multiwall carbon nanotubes [17]. It has been predicted
that the B-N bond of a single-wall BN nanotube should naturally undergo
out-of-plane buckling [58], producing a dipolar shell. Buckling (absent in car-
bon tubes) may thus favor double-walled BN nanotube growth.
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Fig. 9. (a) BN-coated boron
nanocrystal. (b) Same as (a),
after treating with nitric acid.
The boron core has been chemi-
cally removed, leaving an empty
BN nano-cocoon. (Courtesy of J.
Cumings [10])

Multi-walled nanotubes with di�erent BxCyNz stoichiometries have also
been produced in small quantity, including BC2N and BC3 nanotubes [25,59].
Importantly, both BC2N and BC3 are known to exist in bulk (i.e., layered
sheet) form. The bulk materials can be synthesized [60] via the following
chemical reactions:
CH3CN + BCl3 �! BC2N + 3HCl (>800 �C)
2BCl3 + C6H6 �! 2BC3 + 6HCl ( 800 �C).
Both bulk BC2N and BC3 have bright metallic luster and resemble the lay-
ered structure of graphite. Resistivity measurements of the layered bulk com-
pounds indicate that BC2N is semiconducting with an energy gap of about
0.03 eV and BC3 is semi-metallic [60]. BC2N and BC3 nanotubes have been
produced by arc-synthesis methods using a compound anode formed by in-
serting a pressed BN rod inside a hollowed out graphite electrode. The com-
pound anode is arced against a copper cathode in a 450 torr helium gas
environment. The stoichiometry of the resulting multiwalled nanotubes is
identi�ed using EELS, but further experimental characterization is lacking.
In the next section we discuss some of the theoretically predicted properties
of BC2N and BC3 nanotubes.

4 Thermodynamic and topological considerations

The thermodynamic stability of the fullerene-like materials is rather intricate
and far from being fully understood. Such structures are not expected to be
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globally stable, but they are probably the stable phase of a layered compound,
when the particles are not allowed to grow beyond, say a fraction of a micron.
Therefore, there seems to exist a narrow window of conditions in the vicinity
of the layered compound, itself, where nanophases of this kind exist. This
idea is supported by a number of observations. For example, the W-S phase
diagram provides a very convenient pathway for the synthesis of IF-WS2.
The compound WS3, which is stable below 850�C under excess of sulfur, is
amorphous. This compound will therefore lose sulfur atoms and crystallize
into the compound WS2, which has a layered structure, upon heating or when
sulfur is denied from its environment. If nanoparticles of WS3 are prepared
and they are allowed to crystallize under the condition that no crystallite can
grow beyond say 0.2�m, fullerene-like WS2 (MoS2) particles and nanotubes
will become the favored phase. This principle serves as a principal guideline
for the synthesis of bulk amounts of the IF-WS2 phase [40] and WS2 nan-
otubes in particular [8]. Unfortunately, in most cases, the situation is not as
favorable, and more work is needed to clarify the existence zone of the IF
phase in the phase diagram (in the vicinity of the layered compound).

Another very important implication of the formation of nanoparticles with
IF structures is that in several cases it has been shown that the IF nanopar-
ticles are stable, but the bulk form of the layered compound is either very
di�cult to synthesize or is totally unstable. The reason for this surprising ob-
servation is probably related to the fact that the IF structure is always closed
and hence it does not expose reactive edges and interacts only very weakly
with the ambient, which in many cases is hostile to the layered compound.
For example, Na intercalated MoS2 is unstable in a moistured ambient, since
water is sucked between the layers and into the van der Waals gap of the
platelet and exfoliates it. In contrast, Na intercalated IF-MoS2 has been pro-
duced and was found to be stable in the ambient or even in suspensions [61].
Chalcogenides of the �rst row of transition metals, like CrSe2 and VS2, are
not stable in the layered structure. However, Na intercalation endows extra
stability to the layered structure, due to the charge transfer of electrons from
the metal into the partially empty valence band of the host [62]. Thus, for
example, NaCrSe2 and LiVS2 form a superlattice, in which the alkali metal
layer and the transition metal layer alternate. The structure of this compound
can be visualized akin to the layered structure CrSe2, in which the octahedral
sites in the van der Waals gap between adajacent layers are fully occupied
by the Na (Li) atoms. Nevertheless, VS2 nanoparticles with a fullerene-like
structure, i.e., consisting of layered VS2, were found to be stable [61]. The
unexpected extra stability of this structure emanates from the closed seam-
less structure of the IF, which does not expose the chemically reactive sites
to the hostile environment. This idea opens new avenues for the synthesis of
layered compounds, which could not be previously obtained or could not be
exposed to the ambient [43], and therefore could only be studied to a limited
extent.
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Many layered compounds come in more than one stacking polytype [63].
For example, the two most abundant polytypes of MoS2 are the 2H and
3R. The 2H polytype is an abbreviation for the hexagonal structure con-
sisting of two S-Mo-S layers in the unit cell (AbA� � �BaB� � �AbA� � �BaB,
etc.). The 3R polytype has a rhombohedral unit cell of three repeating lay-
ers (AbA� � �BcB� � �CaC� � �AbA� � �BcB� � �CaC, etc.). In the case of MoS2,
the most common polytype is the 2H form, but the 3R polytype was found,
for example, in thin MoS2 �lms prepared by sputtering [64]. The nanotubes
grown by the gas phase reaction between MoO3 and H2S at 850

�C were found
to belong to the 2H polytype [4,65]. The same is true for WS2 nanotubes ob-
tained from WO3 and H2S [8]. The appearance of the 3R polytype in such
nanotubes can probably be associated with strain. For example, a \superlat-
tice" of 2H and 3R polytypes was found to exist in MoS2 nanotubes grown by
chemical vapor transport [22]. Strain e�ects are invoked to explain the prefer-
ence of the rhombohedral polytype in both MoS2 and WS2 microtubes grown
in the same way [21]. These observations indicate that the growth kinetics
of the nanotubes and of thin �lms inuence the strain relief mechanism, and
therefore di�erent polytypes can be adopted by the nanotubes.

The trigonal prismatic structure of MoS2 alludes to the possibility to
form stable point defects consisting of a triangle or a rhombus [29]. In the
past, evidence in support of the existence of \bucky-tetrahedra" [65] and
\bucky-cubes" [66], which have four triangles and six rhombi in their corners,
respectively, were found. However, the most compelling evidence in support
of this idea was obtained in nanoparticles collected from the soot of laser
ablated MoS2 [67]. Sharp cusps and even a rectangular apex were noticed in
WS2 nanotubes, as well [8,9]. These features are probably a manifestation of
the inherent stability of elements of symmetry lower than pentagons, such as
triangles and rhombi, in the structure of MoS2, etc. They are preferentially
formed by the cooling of the hot plasma soot of the ablated targets and are
located in the nanotube apex or corners of the octahedra. Point defects of
this symmetry were not observed in carbon fullerenes, most likely because the
sp2 bonding of carbon atoms in graphite is not favorable for such topological
elements. These examples and others illustrate the inuence of the lattice
structure of the layered compound on the detailed topology of the fullerene-
like nanoparticle or of the nanotube cap obtained from such compounds.

The chemical composition of the IF phase deviates only very slightly, if
at all, from the composition of the bulk layered compound. Deviations from
stoichiometry can only occur in the cap of the nanotube. In fact, even the
most modern analytical techniques, like scanning probe techniques and high
(spatial) resolution electron energy loss spectroscopy are unable to resolve
such a tiny change in the stoichiometry, like the excess or absence of a single
Mo (W) or S (Se) atom in the nanotube cap.

The crystal structures of bulk graphite, BN, BC2N, and BC3 are quite
similar to each other. They are all hexagonal layered structures, with ABAB
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packing being the most common arrangement of the layers. In the case of
BC2N, two di�erent sheet con�gurations are possible, leading to two di�erent
nanotube isomers with the same BC2N stoichiometry [68]. Figure 10 shows
examples of such isomers with similar diameters.

Fig. 10. Theoretically determined tubules of isomers of BC2N. These are the (4,4)
tubes, using the indexing protocol for carbon nanotubes. (Courtesy of Y. Miyamoto
[68])

5 Physical properties

5.1 Band structure calculations

Early-on, a few groups used powerful theoretical tools to calculate the stabil-
ity, band-structure and other physical properties of boron-nitride and boron
carbo-nitride nanotubes [11,69{71]. A few striking conclusions emerged from
these studies. First, it was found that B-B and N-N nearest neighbors do
not lead to stable polyhedral structures. Instead, distinct B-N pairs of atoms
were found to be thermodynamically preferred. This observation implies that
B2N2 rectangles, rather than the 5-member rings found in carbon fullerenes
and nanotubes, are required in order to stabilize the BN polyhedra and nan-
otubes. Experimental veri�cation of this hypothesis has been obtained in
the work of a few groups [72,51]. Secondly, in contrast to carbon nanotubes,
which can be metallic or semiconducting depending on their chirality, all BN
nanotubes were found to be semiconductors, independent of their chirality.
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Thirdly, whereas the smallest forbidden gap of the achiral (n; 0) nanotubes
is a direct bandgap (� -� ), an indirect bandgap (�-� ) is calculated for the
chiral nanotubes (n;m). Bulk BN material has an indirect bandgap of 5.8 eV.
This is to be contrasted with carbon nanotubes, which are either metallic or
semiconducting, depending on their (n;m) values (see S. Louie [73]). The
fourth point to be noted is that, in contrast with carbon nanotubes in which
the band gap increases with decreasing diameter, the bandgap of inorganic
nanotubes was found to decrease with decreasing diameter of the IF nan-
otubes. This e�ect is attributed to the strain, and also to zone folding in
the closed nanotube. The strain increases with decreasing diameter (D) of
the nanotube as 1=D2. It should also be noted that generically, the bandgap
of semiconducting nanoparticles increases with decreasing particle diameter,
which is attributed to the quantum size con�nement of the electron wave-
function.

Figure 11 contrasts the band structures of BN in a sheet structure to
that of BN in a nanotube structure. As mentioned above, BN nanotubes
have a fairly robust bandgap, largely independent of the geometrical details
of the nanotube. This uniformity suggests that BN nanotubes may present
signi�cant advantages over carbon nanotubes for speci�c applications. Details
of the nanotube band structure show that the lowest lying conduction band
state is a nearly free-electron like state which has a maximum charge density
located about 0.2 nm interior to the tube wall. Thus, if BN tubes were injected
with charge (say by modest doping), the resulting metallic tube would carry
a cylinder of charge internally along its length.

Due to the greater complexity of BC2N, the unit cell of the bulk mate-
rial is \double" that of graphite, and there are two possible arrangements of
the B,C, and N atoms in the sheet, as reected in the nanotubes of Fig. 10.
The Type A sheet on the left (Fig. 10) has inversion symmetry (as does
graphite) while the Type B sheet on the right (Fig. 10) does not (similar to
BN). Consequently, the predicted electronic properties of Types A and B
BC2N nanotubes parallel the properties of carbon and BN nanotubes, re-
spectively. Type A BC2N nanotubes [Fig. 10(a)] range from semiconducting
to metallic depending on diameter and chirality, while Type B BC2N nan-
otubes [Fig. 10(b)] are predicted to be semiconducting, independent of tube
parameters. An interesting feature of Type B BC2N nanotubes is the ar-
rangement of atoms in the tube wall fabric: a chain of potentially conducting
carbon atoms alternating with a string of insulating BN. This resembles a
solenoid, and doping a semiconducting Type B BC2N nanotube should result
in a conducting tube where the electrical current spirals along the axis of the
nanotube, forming a nano-coil.

The electrical behavior of BC3 is rather complex, but the most signi�cant
result from the theoretical calculations is that concentric tubes of BC3, or
a close-packed array of mono-disperse single-walled BC3 tubes, are metallic,
while isolated single-walled BC3 tubes are semiconducting [68].
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Fig. 11. Band structure of (a) BN sheet and (b) a BN (4,4) nanotube. (Courtesy
of S.G. Louie [17])

Further work was carried out on nanotubes of the semiconducting lay-
ered compound GaSe [74]. In this compound, each atomic layer consists of a
Ga-Ga dimer sandwiched between two outer selenium atoms in a hexagonal
arrangement. This work indicated that some of the early observations made
for BN and boro-carbonitride are not unique to these layered compounds,
and are valid for a much wider group of structures. First, it was found that
like the bulk material, GaSe nanotubes are semiconductors. Furthermore, the
strain energy in the nanotube was shown to increase, and consequently the
bandgap was found to shrink as the nanotube diameter becomes smaller. Re-
cent work on WS2 and similar nanotubes [75] con�rmed these earlier results.
While the lowest bandgap of the armchair (n; n) nanotubes were found to
be indirect, a direct transition was predicted for the zigzag (n; 0) nanotubes.
Additionally, a similar dependence of the strain energy and bandgap energy
on the nanotube diameter was predicted for WS2 nanotubes. These �ndings
suggest a new mechanism for optical tuning through strain e�ects in the
hollow nanocrystalline structures of layered compounds. The existence of a
direct gap in zigzag nanotubes is rather important, since it suggests that such
nanostructures may exhibit strong electroluminescence, which has never been
observed for the bulk material.
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The transport properties of inorganic nanotubes have not yet been re-
ported. However, a wealth of information exists on the transport properties
of the corresponding bulk quasi-2D materials, which is summarized in a few
review articles [63,76].

5.2 Optical Studies in the UV and Visible

Measurements of the optical properties in this range of wavelengths can probe
the fundamental electronic transitions in these nanostructures. Some of the
aforementioned e�ects have in fact been experimentally revealed [77,78]. As
mentioned above, the IF nanoparticles in this study were prepared by a care-
ful sul�dization of oxide nanoparticles. Briey, the reaction starts on the
surface of the oxide nanoparticle and proceeds inwards, and hence the num-
ber of closed (fullerene-like) sul�de layers can be controlled quite accurately
during the reaction. Also, the deeper the sul�de layer in the nanoparticle, the
smaller is its radius and the larger is the strain in the nanostructure. Once
available in su�cient quantities, the absorption spectra of thin �lms of the
fullerene-like particles and nanotubes were measured at various temperatures
(4{300K). The excitonic nature of the absorption of the nanoparticles was
established, which is a manifestation of the semiconductive nature of the ma-
terial. Furthermore, a clear red shift in the exciton energy, which increased
with the number of sul�de layers of the nanoparticles, was also observed (see
Fig. 12). The temperature dependence of the exciton energy was not very
di�erent from the behavior of the exciton in the bulk material. This observa-
tion indicates that the red shift in the exciton energy cannot be attributed to
defects or dislocations in the IF material, but rather it is a genuine property
of the inorganic fullerene-like and nanotube structures. In contrast to the
previous observations, IF phases with less than 5 layers of sul�de revealed a
clear blue shift in the excitonic transition energy, which was associated with
the quantum size e�ect. Figure 13 summarizes this series of experiments and
the two e�ects. The red shift of the exciton peak in the absorption measure-
ments, due to strain in the bent layer on one hand, and the blue shift for the
IF structures with very few layers and large diameter (minimum strain), on
the other hand, can be discerned.

The WS2 and MoS2 nanotubes and the nested fullerene-like structures
used for the experiments shown in Figs. 12 and 13 had relatively large di-
ameters (>20nm). Therefore, the strain energy is not particularly large in
the �rst few closed layers of the sul�de, but the strain energy increases as
the oxide core is progressively converted into sul�de, i.e., closed sul�de layers
of smaller and smaller diameter are formed. This unique experimental op-
portunity permitted a clear distinction to be made between the strain e�ect
and the quantum size e�ect. In the early stages of the reaction, the strain is
not very large and therefore the con�nement of the exciton along the c-axis
is evident from the blue shift in the exciton peak. The closed and therefore
seamless nature of the MS2 layer is analogous to an in�nite crystal in the a-b
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Fig. 12. Transmission electron microscopy (TEM) images and absorption spectra
of crystalline and fullerene-like (IF) MoS2 �lms. (a) TEM micrograph of a partially
converted nanoparticles with 5 layers of MoS2 and MoO2 core. (b) TEM micrograph
of a fully converted IF-MoS2 nanoparticles. (c) Absorption spectra of various MoS2
particles. Curve-1 IF-MoS2 nanoparticles with MoO2 cores shown in (a); Curve-2
the fully converted (sul�dized) IF-MoS2 nanoparticles shown in (b). Curve-3 single
crystal MoS2. Note the red shift of the excitonic peaks of the IF structure compared
to those for the crystalline �lm. This shift increases as the number of closed MoS2
layers increases at the expense of the oxide core and their radii shrink [77]
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Fig. 13. The dependence of the A exciton shifts on the number of layers in the
IF structure. The X error bar represents the distribution of the number of layers
determined with TEM for each sample. The Y-axis error bar is �10meV [77]

plane and hence quantum size e�ects in this plane can be ruled out. However,
there is a clear con�nement e�ect observable perpendicular to the a-b plane,
i.e., in the c-direction. The quantum size e�ect in layered compounds was
studied in the past [79,80]. The energy shift due to this e�ect (�Eg) can be
expressed as:

�Eg =
h2

4�kL2z
: =

�2~2

�kL2z
(1)

Here, �k is the exciton e�ective mass parallel to the c-axis and Lz is the
(average) thickness of the WS2 nested structure (Lz = n � 0:62nm, where
n is the number of WS2 layers) in the nanoparticle. In a previous study of
ultra-thin �lms of 2H-WSe2, �Eg of the A exciton was found to obey Eq. (1)
over a limited thickness range. �Eg was found to depend linearly on 1=L2z
for Lz in the range of 4{7nm and �Eg became asymptotically constant for
Lz > 8 nm [79]. A similar trend is observed for IF-WS2 and MoS2, as shown
in Fig. 14 [77]. Therefore, the quantum-size e�ect is indeed observed for IF
structures with a very small number of WS2 layers (n < 5). Note that in the
current measurements, IF �lms 150nm thick were used, but since each IF
structure is isolated and the exciton cannot di�use from one nanoparticle to
another, the quantum size e�ect can be observed in this case. Note also, that
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due to the (residual) strain e�ect, the energy for both the A and B excitons
is smaller than for their bulk counterparts. The corresponding red shift in
the absorption spectrum has also been found for MoS2 nanotubes [23].

Fig. 14. Plot of the A and B exciton energies of IF-MOS2 and IF-WS2 vs 1=L2z,
where Lz is the particle size and n on the upper scale is the number of MS2 layers.
The N and � symbols represent the data for the A and B excitons of IF-MOS2,
respectively; the � and H show the data for the A and B excitons of IF-WS2 (25K).
The represent the A exciton of 2H-WS2 at 77K [77,79]

These studies suggest a new kind of optical tuneability. Combined with the
observation that zigzag inorganic nanotubes are predicted to exhibit direct
optical transitions [75], new opportunities for optical device technology, e.g.,
MoS2 nanotube based light-emitting diodes and lasers, could emerge from
such studies in the future. The importance of strong light sources a few nm
in size in future opto-electronic applications involving nanotechnology can be
appreciated from the need to miniaturize current sub-micron light sources for
lithography.
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Fig. 15. Resonance Raman (RR) spectra excited by the 632.8 nm (1.96 eV) laser
line at room temperature (left) and 125K (right), showing second-order Raman
(SOR) bands for several MoS2 nanoparticle samples: IF-MoS2 200�A (curve a), IF-
MoS2 800�A (curve b), PL-MoS2 50 � 300�A2 (curve c), PL-MoS2 5000�A (curve d),
bulk 2H-MoS2 (curve e), where IF denotes inorganic fullerene-like particles and PL
denotes platelets [81]

5.3 Raman Spectroscopy

Raman and resonance Raman (RR) measurements of fullerene-like particles
of MoS2 have been carried out recently (see Figs. 14 and 15) [78,81]. Using
488nm excitation from an Ar ion laser light source, the two strongest Ra-
man features in the Raman spectrum of the crystalline particles, at 383 and
408 cm�1, which correspond to the E1

2g and A1g modes, respectively, (see
Table 1), were also found to be dominant in IF-MoS2 and in MoS2 platelets
of a very small size. A distinct broadening of these two features could be
discerned as the size of the nanoparticles was reduced. In analogy to the
models describing quantum con�nement in electronic transitions, it was as-
sumed that quantum con�nement leads to contributions of modes from the
edge of the Brillouin zone with a high density of phonon states to the Ra-
man spectra. Taking account of the phonon dispersion curves near the zone
edge and carrying out a lineshape analysis of the peaks led to the conclusion
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that the phonons are con�ned by coherent domains in IF nanoparticles of
about 10nm in size. Such domains could be associated with the faceting of
the polyhedral IF structures.

Resonance Raman (RR) spectra were obtained by using the 632.8nm
(1.96 ev) line of a He-Ne laser [81]. Figure 15 shows the RR spectra of a
few MoS2 samples. Table 1 lists the peak positions and the assignments of
the various peaks for the room temperature spectra. A few second-order
Raman transitions were also identi�ed. The intensity of the 226 cm�1 peak
did not vary much by lowering the temperature, and therefore it cannot be
assigned to a second-order transition. This peak was therefore attributed to
a zone-boundary phonon, activated by the relaxation of the q = 0 selection
rule in the nanoparticles. Lineshape analysis of the intense 460 cm�1 mode
revealed that it is a superposition of two peaks at 456 cm�1 and 465 cm�1.
The lower frequency peak is assigned to a 2LA (M) process, while the higher
energy peak is associated with the A2u mode, which is Raman inactive in
crystalline MoS2, but is activated by the strong resonance Raman e�ect in
the nanoparticles.

Table 1. Raman peaks observed in the MoS2 nanoparticle spectra at room tem-
perature and the corresponding symmetry assignments. All peak positions are in
cm�1 [81]

Bulk PL-MoS2 PL-MoS2 IF-MoS2 IF-MoS2 Symmetry
MoS2 5000 �A 50 � 30�A2 800�A 200�A assignment

177 179 180 180 179 A1g (M) { LA (M)
{ { 226 227 226 LA (M)
{ { { 248 248 {
{ { { { 283 E1g (� )
382 384 381 378 378 E1

2g (� )
407 409 408 407 406 A1g (� )
421 419 { weak weak {
465 460 455 452 452 2� LA (M)
{ { 498 495 496 Edge phonon
526 529 { { { E1g (M) + LA (M)
{ { 545 545 543 {
572 572 �557 565 563 2� E1g (� )
599 601 595 591 593 E1

2g (M) + LA (M)
641 644 635 633 633 A1g (M) + LA (M)

5.4 Mechanical Properties

The mechanical properties of the inorganic nanotubes have only been in-
vestigated to a small extent. An elastic continuum model, which takes into
account the energy of bending, the dislocation energy and the surface energy,
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was used as a �rst approximation to describe the mechanical properties [82].
A �rst-order phase transition from an evenly curved (quasi-spherical) parti-
cle into a polyhedral structure was predicted for nested fullerenes with shell
thicknesses larger than about 1/10 of the nanotube radius. Indeed, during the
synthesis of IF-WS2 particles [83], it was observed that the nanoparticles were
transformed into a highly faceted structure, when the shell of the nanopar-
ticles exceeded a few nm in thickness. Theoretical and experimental work is
underway to elucidate the mechanical properties of inorganic nanotubes.

Along with unusual electronic and optical properties, inorganic nanotubes
can also display dramatic mechanical properties [12]. Indeed, the axial Young's
modulus of individual BN nanotubes has been measured using vibration reed
techniques inside a TEM [12]. The elastic modulus is found to be of order
1TPa, comparable to that of high quality carbon nanotubes. BN nanotubes
thus have the highest elastic modulus of any know insulating �ber. Table 2
summarizes some of the predicted and measured properties of BxCyNz nan-
otubes. Less is known about other IF nanotubes. Clearly these fascinating
materials deserve a great deal of further study.

Table 2. Summary of predicted and measured properties of BxCyNz nanotubes.

Type of Predicted Property Experimental
Nanotube Electricala Egap (eV) Y (TPa) Y (TPa) SWNT

Carbon SC or M 0 to 1.5 1 to 7 1.35 yes
BN SC 4 to 5.5 0.95 to 6.65 1.18 yes
BC2N (I) SC or M { { { no
BC2N (II) SC 1.28 { { no
BC3 M { { { no

a semiconducting (SC) or metallic (M)

6 Applications

The spherical shape of the fullerene-like nanoparticles and their inert sulfur-
terminated surface suggest that MoS2 particles could be used as a solid-
lubricant additive in lubrication uids, greases, and even in solid matrices.
Applications of a pure IF-MoS2 powder could be envisioned in high vacuum
and microelectronics equipment, where organic residues with high vapor pres-
sure can lead to severe contamination problems [84,85]. Since the MoS2 layers
are held together by weak van der Waals forces, they can provide easy shear
between two close metal surfaces, which slide past each other. At the same
time, the MoS2 particles, which come in the form of platelets, serve as spac-
ers, eliminating contact between the two metal surfaces and minimizing the
metal wear. Therefore MoS2 powder is used as a ubiquitous solid-lubricant
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in various systems, especially under heavy loads, where uid lubricants can-
not support the load and are squeezed out of the contact region between
the two metal surfaces. Unfortunately, MoS2 platelets tend to adhere to the
metal surfaces through their reactive prismatic (10�10) edges, in which con-
�guration they \glue" the two metal surfaces together rather than serve as
a solid lubricant. During the mechanical action of the engine parts, abrasion
and burnishing of the solid lubricant produces smaller and smaller platelets,
increasing their surface area and consequently their tendency to stick to the
metal surfaces through their reactive prismatic edges. Furthermore, the ex-
posed prismatic edges are reactive sites, which facilitate chemical oxidation
of the platelets. These phenomena adversely a�ect the tribological bene�ts
of the solid lubricant. In contrast, the spherical IF-MS2 nanoparticles are
expected to behave like nano-ball bearings and upon mechanical stress they
would slowly exfoliate or mechanically deform to a rugby-shape ball, but
would not lose their tribological bene�ts, until they are completely gone, or
oxidize. To test this hypothesis, various solid-uid mixtures were prepared
and tested under standard conditions [86]. The bene�cial e�ect of IF powder
as a solid lubricant additive has been thus con�rmed through a long series of
experiments [87].

The mechanism of the action of the IF nanoparticles as additives in lubri-
cation uids is more complicated than was initially thought. First, it is clear
that the more spherical the nanoparticles and the fewest structural defects
they include, the better is their performance as solid lubricant additives [88].
Three main mechanisms responsible for the onset of failure of the nanoparti-
cles in tribological tests have been clearly identi�ed. They include: exfoliation
of the nanoparticles; deformation into a rugby ball shape, and explosion. The
partially damaged nanoparticles are left with reactive edges, which can un-
dergo further oxidation and can lead to a complete loss of their tribological
action. Recent nanotribological experiments, using the surface force appa-
ratus with the lubricant between two perpendicular mica surfaces, revealed
that material transfer from the IF nanoparticles onto the mica surface is a
major factor in reducing the friction between the two mica surfaces [87]. This
experiment and many others, carried out over the last few years, suggest an
important application for these nanoparticles both as an additive in lubrica-
tion uids or greases, as well as in composites with metals, plastics, rubber,
and ceramics.

Another important �eld where inorganic nanotubes can be useful is as
tips in scanning probe microscopy [13]. Here applications in the inspection
of microelectronics circuitry have been demonstrated and potential applica-
tions in nanolithography are being contemplated. A comparison between a
WS2 nanotube tip and a microfabricated Si tip indicates, that while the mi-
crofabricated conically-shaped Si tip is unable to probe the bottom of deep
and narrow grooves, the slender and inert nanotube can go down and image
the bottom of the groove faithfully [13]. This particular tip has been tested
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for a few months with no signs of deterioration,1 which is indicative of its
resilience and passive surface. Although other kinds of tips have been in use
in recent years for high resolution imaging using scanning probe microscopy,
the present tips are rather sti� and inert, and consequently they are likely to
serve in high resolution imaging of rough surfaces having features with large
aspect ratios. Furthermore, inorganic nanotubes exhibit strong absorption
of light in the visible part of the spectrum and their electrical conductivity
can be varied over many orders of magnitude by doping and intercalation.
This suggests numerous applications, in areas such as nanolithography, pho-
tocatalysis and others.

The shape of the BxCyNz IF nanoparticles (onion or cocoon like) again
suggests important tribological applications (such as lubricants), and the
inherently strong covalent bond of some of the IF nanotubes, such as those
composed of BxCyNz, suggest high-strength, high sti�ness �ber applications.

7 Conclusions

Inorganic fullerene-like structures and inorganic nanotubes, in particular, are
shown to be a generic structure of nanoparticles from inorganic layered (2D)
compounds. Various synthetic approaches to obtain these structures are pre-
sented. In some cases, like IF-WS2, IF-MoS2, V2O5 and BN nanotubes, bulk
synthetic methods are already available; however, size and shape control is
still at its infancy. Study of these novel structures has led to the observation
of a few interesting properties and some potential applications in tribology,
high energy density batteries, and nanoelectronics.
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Abstract. The nanometer dimensions of the carbon nanotubes together with the
unique electronic structure of a graphene sheet make the electronic properties of
these one-dimensional structures highly unusual. This Chapter reviews some the-
oretical work on the relation between the atomic structure and the electronic and
transport properties of single-walled carbon nanotubes. In addition to the ideal
tubes, results on the quantum conductance of nanotube junctions and tubes with
defects will be discussed. On-tube metal-semiconductor, semiconductor-semicond-
uctor, and metal-metal junctions have been studied. Other defects such as substi-
tutional impurities and pentagon-heptagon defect pairs on tube walls are shown to
produce interesting e�ects on the conductance. The e�ects of static external per-
turbations on the transport properties of metallic nanotubes and doped semicon-
ducting nanotubes are examined, with the metallic tubes being much less a�ected
by long-range disorder. The structure and properties of crossed nanotube junc-
tions and ropes of nanotubes have also been studied. The rich interplay between
the structural and the electronic properties of carbon nanotubes gives rise to new
phenomena and the possibility of nanoscale device applications.
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1 Introduction

Carbon nanotubes are tubular structures that are typically several nanome-
ters in diameter and many microns in length. This fascinating new class of
materials was �rst discovered by S. Iijima [1] in the soot produced in the
arc-discharge synthesis of fullerenes. Because of their nanometer dimensions,
there are many interesting and often unexpected properties associated with
these structures, and hence there is the possibility of using them to study
new phenomena and employing them in applications [2{4]. In addition to the
multi-walled tubes, single-walled nanotubes [5{7], and ropes of close-packed
single-walled tubes have been synthesized. [8] Also, carbon nanotubes may be
�lled with foreign materials [9,10] or collapsed into at, exible nanoribbons
[11]. Carbon nanotubes are highly unusual electrical conductors, the strongest
known �bers, and excellent thermal conductors. Many potentially important
applications have been explored, including the use of nanotubes as nanoprobe
tips [12], �eld emitters [13,14], storage or �ltering media [15], and nanoscale
electronic devices [16{24]. Further, it has been found that nanotubes may
also be formed with other layered materials [25{36]. In particular, BN, BC3,
and other BxCyNz nanotubes have been theoretically predicted [25{29] and
experimentally synthesized [30{35].

Many di�erent aspects of carbon nanotubes are treated in the various
sections of this Volume. In this Chapter, we focus on a review of some se-
lected theoretical studies on the electronic and transport properties of carbon
nanotube structures, in particular, those of junctions, impurities, and other
defects. Structures such as ropes of nanotubes and crossed nanotubes are also
discussed.

The organization of the Chapter is as follows. Section 2 contains an in-
troduction to the geometric and electronic structure of ideal single-walled
carbon nanotubes. Section 3 gives a discussion of the electronic and trans-
port properties of various on-tube structures. Topics presented include on-
tube junctions, impurities, and local defects. On-tube metal-semiconductor,
semiconductor-semiconductor, and metal-metal junctions may be formed by
introducing topological structural defects. These junctions have been shown
to behave like nanoscale device elements. Other defects such as substitu-
tional impurities and Stone{Wales defects on tube walls also are shown to
produce interesting e�ects on the conductance. Crossed nanotubes provide
another means to obtain junction behavior. The crossed-tube junctions, nan-
otube ropes, and e�ects of long-range disorder are the subjects of Section
4. Intertube interactions strongly modify the electronic properties of a rope.
The e�ects of long-range disorder on metallic nanotubes are quite di�erent
from those on doped semiconducting tubes. Finally, a summary and some
conclusions are given in Section 5.
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2 Geometric and Electronic Structure of Carbon

Nanotubes

In this Section, we give an introduction to the structure and electronic prop-
erties of the single-walled carbon nanotubes (SWNTs). Shortly after the dis-
covery of the carbon nanotubes in the soot of fullerene synthesis, single-walled
carbon nanotubes were synthesized in abundance using arc discharge meth-
ods with transition metal catalysts [5{7]. These tubes have quite small and
uniform diameter, on the order of one nanometer. Crystalline ropes of single-
walled nanotubes with each rope containing tens to hundreds of tubes of
similar diameter closely packed have also been synthesized using a laser va-
porization method [8] and other techniques, such as arc-discharge and CVD
techniques. These developments have provided ample amounts of su�ciently
characterized samples for the study of the fundamental properties of the
SWNTs. As illustrated in Fig. 1, a single-walled carbon nanotube is geo-
metrically just a rolled up graphene strip. Its structure can be speci�ed or
indexed by its circumferential periodicity [37]. In this way, a SWNT's geom-
etry is completely speci�ed by a pair of integers (n;m) denoting the relative
position c = na1+ma2 of the pair of atoms on a graphene strip which, when
rolled onto each other, form a tube.

Fig. 1. Geometric structure of an
(n;m) single-walled carbon nan-
otube

Theoretical calculations [16,39{41] have shown early on that the electronic
properties of the carbon nanotubes are very sensitive to their geometric struc-
ture. Although graphene is a zero-gap semiconductor, theory has predicted
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that the carbon nanotubes can be metals or semiconductors with di�erent
size energy gaps, depending very sensitively on the diameter and helicity of
the tubes, i.e., on the indices (n;m). As seen below, the intimate connection
between the electronic and geometric structure of the carbon nanotubes gives
rise to many of the fascinating properties of various nanotube structures, in
particular nanotube junctions.

The physics behind this sensitivity of the electronic properties of carbon
nanotubes to their structure can be understood within a band-folding picture.
It is due to the unique band structure of a graphene sheet, which has states
crossing the Fermi level at only 2 inequivalent points in k-space, and to the
quantization of the electron wavevector along the circumferential direction.
An isolated sheet of graphite is a zero-gap semiconductor whose electronic
structure near the Fermi energy is given by an occupied � band and an empty
�� band. These two bands have linear dispersion and, as shown in Fig. 2, meet
at the Fermi level at theK point in the Brillouin zone. The Fermi surface of an
ideal graphite sheet consists of the six cornerK points. When forming a tube,
owing to the periodic boundary conditions imposed in the circumferential
direction, only a certain set of k states of the planar graphite sheet is allowed.
The allowed set of k's, indicated by the lines in Fig. 2, depends on the diameter
and helicity of the tube. Whenever the allowed k's include the point K, the
system is a metal with a nonzero density of states at the Fermi level, resulting
in a one-dimensional metal with 2 linear dispersing bands. When the point
K is not included, the system is a semiconductor with di�erent size energy
gaps. It is important to note that the states near the Fermi energy in both the
metallic and the semiconducting tubes are all from states near the K point,
and hence their transport and other properties are related to the properties of
the states on the allowed lines. For example, the conduction band and valence
bands of a semiconducting tube come from states along the line closest to
the K point.

The general rules for the metallicity of the single-walled carbon nanotubes
are as follows: (n; n) tubes are metals; (n;m) tubes with n�m = 3j, where j is
a nonzero integer, are very tiny-gap semiconductors; and all others are large-
gap semiconductors. Strictly within the band-folding scheme, the n�m = 3j
tubes would all be metals, but because of tube curvature e�ects, a tiny gap
opens for the case that j is nonzero. Hence, carbon nanotubes come in three
varieties: large-gap, tiny-gap, and zero gap. The (n; n) tubes, also known
as armchair tubes, are always metallic within the single-electron picture,
independent of curvature because of their symmetry. As the tube radius R
increases, the band gaps of the large-gap and tiny-gap varieties decreases
with a 1=R and 1=R2 dependence, respectively. Thus, for most experimentally
observed carbon nanotube sizes, the gap in the tiny-gap variety which arises
from curvature e�ects would be so small that, for most practical purposes,
all the n�m = 3j tubes can be considered as metallic at room temperature.
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K

Fig. 2. (Top) Tight-binding band structure of graphene (a single basal plane of
graphite). (Bottom) Allowed k-vectors of the (7,1) and (8,0) tubes (solid lines)
mapped onto the graphite Brillouin zone.

Thus, in Fig. 2, a (7,1) tube would be metallic, whereas a (8,0) tube would
be semiconducting.

This band-folding picture, which was �rst veri�ed by tight-binding calcu-
lations [38{40], is expected to be valid for larger diameter tubes. However, for
a small radius tube, because of its curvature, strong rehybridization among
the � and � states can modify the electronic structure. Experimentally, nan-
otubes with a radius as small as 3.5�A have been produced. Ab initio pseu-
dopotential local density functional (LDA) calculations [41] indeed revealed
that su�ciently strong hybridization e�ects can occur in small radius nan-
otubes which signi�cantly alter their electronic structure. Strongly modi�ed
low-lying conduction band states are introduced into the band gap of insu-
lating tubes because of hybridization of the �� and �� states. As a result,
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the energy gaps of some small radius tubes are decreased by more than 50%.
For example, the (6,0) tube which is predicted to be semiconducting in the
band-folding scheme is shown to be metallic. For nanotubes with diameters
greater than 1nm, these rehybridization e�ects are unimportant. Strong �-�
rehybridization can also be induced by bending a nanotube [42]

Energetically, ab initio total energy calculations have shown that car-
bon nanotubes are stable down to very small diameters. Figure 3 depicts the
calculated strain energy per atom for di�erent carbon nanotubes of various
diameters [41]. The strain energy scales nearly perfectly as d�2 where d is the
tube diameter (solid curve in Fig. 3), as would be the case for rolling a classi-
cal elastic sheet. Thus, for the structural energy of the carbon nanotubes, the
elasticity picture holds down to a subnanometer scale. The elastic constant
may be determined from the total energy calculations. This result has been
used to analyze collapsed tubes [11] and other structural properties of nan-
otubes. Also shown in Fig. 3 is the energy/atom for a (6,0) carbon strip. It
has an energy which is well above that of a (6,0) tube because of the dangling
bonds on the strip edges. Because in general the energy per atom of a strip
scales as d�1, the calculation predicts that carbon nanotubes will be stable
with respect to the formation of strips down to below 4�A in diameter, in
agreement with classical force-�eld calculations [43].

Fig. 3. Strain energy/atom for carbon nanotubes from ab initio total energy cal-
culations [44]
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There have been many experimental studies on carbon nanotubes in an at-
tempt to understand their electronic properties. The transport experiments
[19,20,45{47] involved both two- and four-probe measurements on a num-
ber of di�erent tubes, including multiwalled tubes, bundles of single-walled
tubes, and individual single-walled tubes. Measurements showed that there
are a variety of resistivity behaviors for the di�erent tubes, consistent with
the above theoretical picture of having both semiconducting and metallic
tubes. In particular, at low temperature, individual metallic tubes or small
ropes of metallic tubes act like quantum wires [19,20]. That is, the conduc-
tion appears to occur through well-separated discrete electron states that
are quantum-mechanically coherent over distances exceeding many hundreds
of nanometers. At su�ciently low temperature, the system behaves like an
elongated quantum dot.

Figure 4 depicts the experimental set up for such a low temperature trans-
port measurement on a single-walled nanotube rope from Ref. [20]. At a few
degrees Kelvin, the low-bias conductance of the system is suppressed for volt-
ages less than a few millivolts, and there are dramatic peaks in the conduc-
tance as a function of gate voltage that modulates the number of electrons in
the rope. (See Fig. 5.) These results have been interpreted in terms of single-
electron charging and resonant tunneling through the quantized energy levels
of the nanotubes. The data are explained quite well using the band structure
of the conducting electrons of a metallic tube, but these electrons are con�ned
to a small region de�ned either by the contacts or by the sample length, thus
leading to the observed quantum con�nement e�ects of Coulomb blockade
and resonant tunneling.

There have also been high resolution low temperature scanning tunneling
microscopy (STM) studies, which directly probe the relationship between the
structural and electronic properties of the carbon nanotubes [48,49]. Figure 6
is a STM image for a single carbon nanotube at 77K on the surface of a
rope. In these measurements, the resolution of the measurements allowed for
the identi�cation of the individual carbon rings. From the orientation of the
carbon rings and the diameter of the tube, the geometric structure of the tube
depicted in Fig. 6 was deduced to be that of a (11,2) tube. Measurement of
the normalized conductance in the scanning tunneling spectroscopy (STS)
mode was then used to obtain the local density of states (LDOS). Data on
the (11,2) and the (12,3) nanotubes gave a constant density of states at the
Fermi level, showing that they are metals as predicted by theory. On another
sample, a (14;�3) tube was studied. Since 14+3 is not equal to 3 times an
integer, it ought to be a semiconductor. Indeed, the STS measurement gives
a band gap of 0.75 eV, in very good agreement with calculations.

The electronic states of the carbon nanotubes, being band-folded states of
graphene, lead to other interesting consequences, including a striking geom-
etry dependence of the electric polarizability. Figure 7 presents some results
from a tight-binding calculation for the static polarizabilities of carbon nan-
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Fig. 4. Experimental set-up for the electrical measurement of a single-walled nan-
otube rope, visible as the diagonal curved line [20]

otubes in a uniform applied electric �eld [50]. Results for 17 single-walled
tubes of varying size and chirality, and hence varying band gaps, are given.
The unscreened polarizability �0 is calculated within the random phase ap-
proximation. The cylindrical symmetry of the tubes allows the polarizability
tensor to be divided into components perpendicular to the tube axis, �0?, and
a component parallel to the tube axis, �0k. Values for �0? predicted within
this model are found to be totally independent of the band gap Eg and to
scale linearly as R2, where R is the tube radius. The latter dependence may
be understood from classical arguments, but the former is rather unexpected.
The insensitivity of �0? to Eg results from selection rules in the dipole ma-
trix elements between the highest occupied and the lowest unoccupied states
of these tubes. On the other hand, Fig. 7 shows that �0k is proportional to
R=E2

g , which is consistent with the static dielectric response of standard in-
sulators. Also, using arguments analogous to those for C60 [51,52], local �eld
e�ects relevant to the screened polarizability tensor � may be included classi-
cally, resulting in a saturation of �? for large �0?, but leaving �k una�ected.
Thus, in general, the polarizability tensor of a carbon nanotube is expected
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Fig. 5.Measured conductance of a single-walled carbon nanotube rope as a function
of gate voltage [20]

to be highly anisotropic with �k � �?. And the polarizability of small gap
tubes is expected to be greatly enhanced among tubes of similar radius.

Just as for the electronic states, the phonon states in carbon nanotubes are
also quantized into phonon subbands. This has led to a number of interesting
phenomena [2,3] which are discussed elsewhere in this Volume [53]. Here
we mention several of them. It has been shown that twisting motions of
a tube can lead to the opening up of a minuscule gap at the Fermi level,
leading to the possibility of strong coupling between the electronic states
and the twisting modes or twistons [54]. The heat capacity of the nanotubes
is also expected to show a dimensionality dependence. Analysis [55] shows
that the phonon contributions dominate the heat capacity, with single-walled
carbon nanotubes having a Cph � T dependence at low temperature. The
temperature below which this should be observable decreases with increasing
nanotube radius R, but the linear T dependence should be accessible to
experimental investigations with presently available samples. In particular,
a tube with a 100 �A radius should have Cph � T for T < 7K. Since bulk
graphite has Cph � T 2�3, a sample of su�ciently small radius tubes should
show a deviation from graphitic behavior. Multi-walled tubes, on the other
hand, are expected to show a range of behavior intermediate between Cph � T
and Cph � T 2�3, depending in detail on the tube radii and the number of
concentric walls.
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Fig. 6. STM images at 77K of a single-walled carbon nanotube at the surface of a
rope [49]

Fig. 7. Calculated static polarizability of single wall carbon nanotubes, showing
results both for �0? vs R2 on the left and �k vs R=E

2
g on the right [50]
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In addition to their fascinating electronic properties, carbon nanotubes
are found to have exceptional mechanical properties [56]. Both theoretical
[57{63] and experimental [64,65] studies have demonstrated that they are
the strongest known �bers. Carbon nanotubes are expected to be extremely
strong along their axes because of the strength of the carbon-carbon bonds.
Indeed, the Young's modulus of carbon nanotubes has been predicted and
measured to be more than an order of magnitude higher than that of steel
and several times that of common commercial carbon �bers. Similarly, BN
nanotubes are shown [66] to be the world's strongest large-gap insulating
�ber.

3 Electronic and Transport Properties of On-tube

Structures

In this section, we discuss the electronic properties and quantum conductance
of nanotube structures that are more complex than in�nitely long, perfect
nanotubes. Many of these systems exhibit novel properties and some of them
are potentially useful as nanoscale devices.

3.1 Nanotube junctions

Since carbon nanotubes are metals or semiconductors depending sensitively
on their structures, they can be used to form metal-semiconductor, semicon-
ductor-semiconductor, or metal-metal junctions. These junctions have great
potential for applications since they are of nanoscale dimensions and made
entirely of a single element. In constructing this kind of on-tube junction,
the key is to join two half-tubes of di�erent helicity seamlessly with each
other, without too much cost in energy or disruption in structure. It has
been shown that the introduction of pentagon-heptagon pair defects into
the hexagonal network of a single carbon nanotube can change the helicity
of the carbon nanotube and fundamentally alter its electronic structure [16{
18,67{71]. This led to the prediction that these defective nanotubes behave as
the desired nanoscale metal-semiconductor Schottky barriers, semiconductor
heterojunctions, or metal-metal junctions with novel properties, and that
they could be the building blocks of nanoscale electronic devices.

In the case of nanotubes, being one-dimensional structures, a local topo-
logical defect can change the properties of the tube at an in�nitely long
distance away from the defect. In particular, the chirality or helicity of a
carbon nanotube can be changed by creating topological defects into the
hexagonal network. The defects, however, must induce zero net curvature to
prevent the tube from aring or closing. The smallest topological defect with
minimal local curvature (hence less energy cost) and zero net curvature is
a pentagon-heptagon pair [16{18,67{71]. Such a pentagon-heptagon defect
pair with its symmetry axis nonparallel to the tube axis changes the chirality
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of a (n;m) tube by transferring one unit from n to m or vice versa. If the
pentagon-heptagon defect pair is along the (n;m) tube axis, then one unit is
added or subtracted from m. Figure 8 depicts a (8,0) carbon tube joined to
a (7,1) tube via a 5-7 defect pair. This system forms a quasi-1D semiconduc-
tor/metal junction, since within the band-folding picture the (7,1) half tube
is metallic and the (8,0) half tube is semiconducting.

Fig. 8. Atomic structure of an (8,0)/(7,1) carbon nanotube junction. The large
light-gray balls denote the atoms forming the heptagon-pentagon pair [16]

Figures 9 and 10 show the calculated local density of states (LDOS) near
the (8,0)/(7,1) junction. These results are from a tight-binding calculation
for the � electrons [16]. In both �gures, the bottom panel depicts the density
of states of the perfect tube, with the sharp features corresponding to the van
Hove singularities of a quasi-1D system. The other panels show the calculated
LDOS at di�erent distances away from the interface, with cell 1 being the
closest to the interface in the semiconductor or side and ring 1 the closest to
the interface in the metal side. Here, cell refers to one unit cell of the tube
and \ring" refers to a ring of atoms around the circumference. These results
illustrate the spatial behavior of the density of states as it transforms from
that of a metal to that of a semiconductor across the junction. The LDOS very
quickly changes from that of the metal to that of the semiconductor within a
few rings of atoms as one goes from the metal side to the semiconductor side.
As the interface is approached, the sharp van Hove singularities of the metal
are diluted. Immediately on the semiconductor side of the interface, a di�erent
set of singular features, corresponding to those of the semiconductor tube,
emerges. There is, however, still a �nite density of states in the otherwise
bandgap region on the semiconductor side. These are metal induced gap
states [72], which decay to zero in about a few �A into the semiconductor.
Thus, the electronic structure of this junction is very similar to that of a
bulk metal-semiconductor junction, such as Al/Si, except it has a nanometer
cross-section and is made out of entirely the element carbon.
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Similarly, semiconductor-semiconductor and metal-metal junctions may
be constructed with the proper choices of tube diameters and pentagon-
heptagon defect pairs. For example, by inserting a 5-7 pair defect, a (10,0) car-
bon nanotube can be matched to a (9,1) carbon nanotube [16]. Both of these
tubes are semiconductors, but they have di�erent bandgaps. The (10,0)/(9,1)
junction thus has the electronic structure of a semiconductor heterojunction.
In this case, owing to the rather large structural distortion at the interface,
there are interesting localized interface states at the junction. Theoretical
studies have also been carried out for junctions of B-C-N nanotubes [73],
showing very similar behaviors as the carbon case, and for other geometric
arrangements, such as carbon nanotube T-junctions, where one tube joins to
the side of another tube perpendicularly to form a \T" structure [74].

Fig. 9. Calculated LDOS of the (8,0)/(7,1) metal-semiconductor junction at the
semiconductor side. From top to bottom, LDOS at cells 1, 2, and 3 of the (8,0)
side. Cell 1 is at the interface [16]
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Fig. 10. Calculated LDOS of the (8,0)/(7,1) metal-semiconductor junction at the
metal side. From top to bottom, the LDOS at rings 1, 2, and 3 of the (7,1) side.
Ring 1 is at the interface [16]

Calculations have been carried out to study the quantum conductance of
the carbon nanotube junctions. Typically these calculations are done within
the Landauer formalism [75,76]. In this approach, the conductance is given
in terms of the transmission matrix of the propagating electron waves at a
given energy. In particular, the conductance of metal-metal nanotube junc-
tions is shown to exhibit a quite interesting new e�ect which does not have
an analog in bulk metal junctions [67]. It is found that certain con�gurations
of pentagon-heptagon pair defects in forming the junction completely stop
the ow of electrons, while other arrangements permit the transmission of
current through the junction. Such metal-metal junctions thus have the po-
tential for use as nanoscale electrical switches. This phenomenon is seen in the
calculated conductance of a (12,0)/(6,6) carbon nanotube junction in Fig. 11.
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Both the (12,0) and (6,6) tubes are metallic within the tight-binding model,
and they can be matched perfectly to form a straight junction. However, the
conductance is zero for electrons at the Fermi level, EF . This peculiar e�ect
is not due to a lack of density of states at EF . As shown in Fig. 11, there is
�nite density of states at EF everywhere along the whole length of the total
system for this junction. The absence of conductance arises from the fact that
there is discrete rotational symmetry along the axis of the combined tube.
But, for electrons near EF , the states in one of the half tubes are of a dif-
ferent rotational symmetry from those in the other half tube. As an electron
propagates from one side to the other, the electron encounters a symmetry
gap and is completely reected at the junction.

The same phenomenon occurs in the calculated conductance of a (9,0)/(6,3)
metal-metal carbon nanotube junction. However, in forming this junction,
there are two distinct ways to match the two halves, either symmetrically or
asymmetrically. In the symmetric matched geometry, the conductance is zero
at EF for the same symmetry reason as discussed above. (See Fig. 12.) But,
in the asymmetric matched geometry, the discrete rotational symmetry of
the total system is broken and the electrons no longer have to preserve their
rotational quantum number as they travel across the junction. The conduc-
tance for this case is now nonzero. Consequently, in some situations, bent
junctions can conduct better than straight junctions for the nanotubes. This
leads to the possibility of using these metal-metal or other similar junctions
as nanoswitches or strain gauges, i.e., one can imagine using some symmetry
breaking mechanisms such as electron-photon, electron-phonon or mechanical
deformation to switch a junction from a non-conducting state to a conducting
state [67].

Junctions of the kind discussed above may be formed during growth,
but they can also be generated by mechanical stress [77]. There is now con-
siderable experimental evidence of this kind of on-tube junction and device
behavior predicted by theory. An experimental signature of a single pentagon-
heptagon pair defect would be an abrupt bend between two straight sections
of a nanotube. Calculations indicate that a single pentagon-heptagon pair
would induce bend angles of roughly 0-15 degrees, with the exact value de-
pending on the particular tubes involved. Several experiments have reported
sightings of localized bends of this magnitude for multiwalled carbon nan-
otubes [23,78,79]. Having several 5-7 defect pairs at a junction would allow
the joining of tubes of di�erent diameters and add complexity to the geom-
etry. The �rst observation of nonlinear junction-like transport behavior was
made on a rope of SWNTs [22], where the current-voltage properties were
measured along a rope of single-walled carbon nanotubes using a scanning
tunneling microscopy tip and the behavior shown in Fig. 13 was found in
some samples. At one end of the tube, the system behaves like a semimetal
showing a typical I-V curve of metallic tunneling, but after some distance
at the other end it becomes a recti�er, presumably because a defect of the
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Fig. 11. Calculated results for the (12,0)/(6,6) metal-metal junction. Top: con-
ductance of a matched tube (solid line), a perfect (12,0) tube (dashed line), and
a perfect (6,6) tube (dotted line). Center: LDOS at the interface on the (12,0)
side (full line ) and of the perfect (12,0) tube (dotted line). Bottom: LDOS at the
interface on the (6,6) side (full line) and of the perfect (6,6) tube (dashed line) [67]

above type has been introduced at some point on the tube. A more direct
measurement was carried out recently [23]. A kinked single-walled nanotube
lying on several electrodes was identi�ed and its electrical properties in the
di�erent segments were measured. The kink was indicative of two half tubes
of di�erent chiralities joined by a pentagon-heptagon defect pair. Figure 14
shows the measured I-V characteristics of a kinked nanotube. The inset is the
I-V curve for the upper segment showing that this part of the tube is a metal;
but the I-V curve across the kink shows a rectifying behavior indicative of a
metal-semiconductor junction.
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Fig. 12. Calculated conductance of the (9,0)/(6,3) junction { matched system (solid
line), perfect (6,3) tube (dotted line), and perfect (9,0) tube (dashed line) [67]

Fig. 13. Current-voltage char-
acteristic measured along a rope
of single-walled carbon nan-
otubes. Panels A, B, C, and D
correspond to successive di�er-
ent locations on the rope [22]
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Fig. 14. Measured current-voltage characteristic of a kinked single-walled carbon
nanotube [23]

3.2 Impurities, Stone{Wales defects, and structural deformations
in metallic nanotubes

An unanswered question in the �eld has been why do the metallic carbon
nanotubes have such long mean free paths. This has led to consideration
of the e�ects of impurities and defects on the conductance of the metallic
nanotubes. We focus here on the (10,10) tubes; however, the basic physics is
the same for all (n; n) tubes. In addition to tight-binding studies, there are
now �rst-principles calculations on the quantum conductance of nanotube
structures based on an ab initio pseudopotential density functional method
with a wavefunction matching technique [80,81]. The advantages of the ab

initio approach are that one can obtain the self-consistent electronic and
geometric structure in the presence of the defects and, in addition to the
conductance, obtain detailed information on the electronic wavefunction and
current density distribution near the defect.

Several rather surprising results have been found concerning the e�ects of
local defects on the quantum conductance of the (n; n) metallic carbon nan-
otubes [81]. For example, the maximum reduction in the conductance due to
a local defect is itself often quantized, and this can be explained in terms of
resonant backscattering by quasi-bound states of the defect. Here we discuss
results for three simple defects: boron and nitrogen substitutional impurities
and the bond rotation or Stone{Wales defect. A Stone{Wales defect corre-
sponds to the rotation of one of the bonds in the hexagonal network by 90
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degrees, resulting in the creation of a quite low energy double 5-7 defect pair,
without changing the overall helicity of the tube.

Figure 15 depicts several results for a (10,10) carbon nanotube with a
single boron substitutional impurity. The top panel is the calculated con-
ductance as a function of the energy of the electron. For a perfect tube, the
conductance (indicated here by the dashed line) is 2 in units of the quantum
of conductance, 2e2=h, since there are two conductance channels available
for the electrons near the Fermi energy. For the result with the boron im-
purity, a striking feature is that the conductance is virtually unchanged at
the Fermi level of the neutral nanotube. That is, the impurity potential does
not scatter incoming electrons of this energy. On the other hand, there are
two dips in the conductance below EF . The amount of the reduction at the
upper dip is one quantum unit of conductance and its shape is approximately
Lorentzian. In fact, the overall structure of the conductance is well described
by the superposition of two Lorentzian dips, each with a depth of 1 conduc-
tance quantum. These two dips can be understood in terms of a reduction
in conductance due to resonant backscattering from quasi-bound impurity
states derived from the boron impurity.

Fig. 15. Energy dependence of
the calculated conductance, local
density of states, and phase shifts
of a (10,10) carbon nanotube with
a substitutional boron impurity
[81]
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The calculated results thus show that boron behaves like an acceptor with
respect to the �rst lower subband (i.e., the �rst subband with energy below
the conduction states) and forms two impurity levels that are split o� from
the top of the �rst lower subband. These impurity states become resonance
states or quasi-bound states due to interaction with the conduction states.
The impurity states can be clearly seen in the calculated LDOS near the boron
impurity (middle panel of Fig. 15). The two extra peaks correspond to the two
quasi-bound states. The LDOS would be a constant for a perfect tube in the
region between the van Hove singularity of the �rst lower subband and that of
the �rst upper subband. Because a (n; n) tube with a substitutional impurity
still has a mirror plane perpendicular to the tube axis, the defect states have
de�nite parity with respect to this plane. The upper energy state (broader
peak) in Fig. 15 has even parity and the lower energy state (narrower peak)
has odd parity, corresponding to s-like and p-like impurity states, respectively.

The conductance behavior in Fig. 15 may be understood by examining
how electrons in the two eigen-channels interact with the impurity. At the
upper dip, an electron in one of the two eigen-channels is reected completely
(99.9%) by the boron impurity, but an electron in the other channel passes by
the impurity with negligible reection (0.1%). The same happens at the lower
dip but with the behavior of the two eigen-channels switched. The bottom
panel shows the calculated scattering phase shifts. The phase shift of the
odd parity state changes rapidly as the energy sweeps past the lower quasi-
bound state level, with its value passing through �=2 at the peak position
of the quasi-bound state. The same change occurs to the phase shift of the
even parity state at the upper impurity-state energy. The total phase shift
across a quasi-bound level is � in each case, in agreement with the Friedel
sum rule. The picture is that an incoming electron with energy exactly in
resonance with the impurity state is being scattered back totally in one of
the channels but not the other. This explains the exact reduction of one
quantum of conductance at the dip. The upper-energy impurity state has a
large binding energy (over 0.1 eV) with respect to the �rst lower subband and
hence is quite localized. It has an approximate extent of �10�A, whereas the
lower impurity state has an extent of �250�A.

The results for a nitrogen substitutional impurity on the (10,10) tube are
presented in Fig. 16. Nitrogen has similar e�ects on the conductance as boron,
but with opposite energy structures. Again, the conductance at the Fermi
level is virtually una�ected, but there are two conductance dips above the
Fermi level just below the �rst upper subband. Thus, the nitrogen impurity
behaves like a donor with respect to the �rst upper subband, forming an s-like
quasi-bound state with stronger binding energy and a p-like state with weaker
binding energy. As in the case of boron, the reduction of one quantum unit of
conductance at the dips is caused by the fact that, at resonance, the electron
in one of the eigen channels is reected almost completely by the nitrogen
impurity but the electron in the other channel passes by the impurity with



Electronic Properties and Defects 137

negligible reection. The LDOS near the nitrogen impurity shows two peaks
corresponding to the two quasi-bound states. The phase shifts of the two
eigen channels show similar behavior as in the boron case.

Fig. 16. Calculated conductance,
local density of states and phase
shifts of a (10,10) carbon nan-
otube with a substitutional nitro-
gen impurity [81]

For a (10,10) tube with a Stone{Wales or double 5-7 pair defect, the cal-
culations also �nd that the conductance is virtually unchanged for the states
at the Fermi energy. Thus these results show that the transport properties of
the neutral (n; n) metallic carbon nanotube are very robust with respect to
these kinds of intra-tube local defects. As in the impurity case, there are two
dips in the quantum conductance in the conduction band energy range, one
above and one below the Fermi level. These are again due to the existence of
defect levels, and the reduction at the two dips is very close to one quantum
of conductance for the same reason, as discussed above. The symmetry of
the Stone{Wales defect in this case does not cause mixing between the �
and �� bands, and these two bands remain as eigen channels in the defective
system. The lower dip is due to a complete reection of the �� band and the
upper dip is due to complete reection of the � band. This implies that the
conductance of the nanotube, when there are more than one double 5-7 pair
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defect, would not sensitively depend on their relative positions, but only on
their total numbers, as long as the distance between defects is far enough to
be able to neglect inter-defect interactions. The analysis of the phase shifts
show that the lower quasi-bound state is even with respect to a mirror plane
perpendicular to the tube axis, while the upper quasi-bound state is odd with
respect to the same plane.

Fig. 17. Energy dependence of
the calculated conductance, local
density of states, and phase shifts
of a (10,10) carbon nanotube with
a Stone{Wales defect [81]

The conductance of nanotubes can also be a�ected by structural deforma-
tions. Two types of deformations involving bending or twisting the nanotube
structure have been considered in the literature. It was found that a smooth
bending of the nanotube does not lead to scattering [54], but formation of
a local kink induces strong �-� mixing and backscattering similar to that
discussed earlier for boron impurity [82]. Twisting has a much stronger e�ect
[54]. A metallic armchair (n; n) nanotube upon twisting develops a band-gap
which scales linearly with the twisting angle up to the critical angle at which
the tube collapses into a ribbon [82].
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Fig. 18. Perspective view of a
model of a rope of (10,10) carbon
nanotubes

4 Nanotube Ropes, Crossed-Tube Junctions, and

E�ects of Long-Range Perturbations

4.1 Ropes of nanotubes

Another interesting carbon nanotube system is that of ropes of single-walled
carbon nanotubes which have been synthesized in high yield [8]. These ropes,
containing up to tens to hundreds of single-walled nanotubes in a close-packed
triangular lattice, are made up of tubes of nearly uniform diameter, close to
that of the (10,10) tubes (see Fig. 18.) Because of the rather weak interaction
between these tubes, a naive picture would be that the packing of individual
metallic nanotubes into ropes would not change their electronic properties
signi�cantly. Theoretical studies [83{85] however showed that this is not the
case for a rope of (10,10) carbon nanotubes. A broken symmetry of the (10,10)
nanotube caused by interactions between tubes in a rope induces formation
of a pseudogap in the density of states of about 0.1 eV. The existence of this
pseudogap alters many of the fundamental electronic properties of the rope.

As discussed above, an isolated (n; n) carbon nanotube has two linearly
dispersing conduction bands which cross at the Fermi level forming two
\Dirac" points, as schematically presented in Fig. 19(a). This linear band
dispersion in a one-dimensional system gives rise to a �nite and constant
density of electronic states at the Fermi energy. Thus, an (n; n) tube is a
metal within the one-electron picture. The question of interest is: How does
the electronic structure change when the metallic tubes are bundled up to
form a closely packed two-dimensional crystal, as in the case of the (10,10)
ropes. In the calculation, a large (10,10) rope is modeled by a triangular lat-
tice of (10,10) tubes in�nitely extended in the lateral directions. For such a
system, the electronic states, instead of being contained in the 1-D Brillouin
zone of a single tube, are now extended to a three-dimensional irreducible
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Brillouin zone wedge. If tube-tube interactions are negligibly small, the elec-
tronic energy band structure along any line in the wedge parallel to the rope
axis would be exactly the same as the band dispersion of an isolated tube.
In particular, at the k-wavevector corresponding to the band crossing point,
there will be a two-fold degenerate state at the Fermi energy. This allowed
band crossing is due to the mirror symmetry of the (10,10) tube. For a tube
in a rope, this symmetry is however broken because of intertube interactions.
The broken symmetry causes a quantum level repulsion and opens up a gap
almost everywhere in the Brillouin zone, as schematically shown in Fig. 19(b).

Fig. 19. Band crossing and band repulsion. (a) Schematic band structure of an
isolated (n; n) carbon nanotube near the Fermi energy. (b) Repulsion of bands due
to the breaking of mirror symmetry.

The band repulsion resulting from the broken-symmetry strongly mod-
i�es the density of states (DOS) of the rope near the Fermi energy com-
pared to that of an isolated (10,10) tube. The calculated DOS is presented in
Fig. 20(a). Shown are the results for two cases: aligned and misaligned tubes
in the rope. In both cases, there is a pseudogap of the order of 0.1 eV in the
density of states. Examination of the electronic structure reveals that the sys-
tem is a semimetal with both electron and hole carriers. The existence of the
pseudogap in the rope makes the conductivity and other transport properties
of the metallic rope signi�cantly di�erent from those of isolated tubes, even
without considering the e�ect of local disorder in low dimensions. Since the
DOS increases rapidly away from the Fermi level, the carrier density of the
rope is sensitive to temperature and doping. The existence of both electron
and hole carriers leads to qualitatively di�erent thermopower and Hall-e�ect
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behaviors from those expected for a normal metal. The optical properties of
the rope are also a�ected by the pseudogap. As illustrated by the calculated
joint density of states (JDOS) in Fig. 20(b), there would be a �nite onset in
the infrared absorption spectrum for a large perfectly ordered (10,10) rope,
where one can assume k-conserving optical transitions. In the case of high dis-
order, an infrared experiment would more closely reect the DOS rather than
the JDOS. For most actual samples, the fraction of (10,10) carbon nanotubes
(compared with other nanotubes of the same diameter) in the experimentally
synthesized ropes appears to be small. However, the conclusion that broken
symmetry induces a gap in the (n; n) tubes is a general result which is of
relevance for tubes under any signi�cant asymmetric perturbations, such as
those due to structural deformations or external �elds.

Fig. 20. (a) Calculated density of states for a rope of misaligned (10,10) carbon
nanotubes (broken line) and aligned tubes (solid line). The Fermi energy is at zero.
(b) Calculated joint density of states for a rope of misaligned (broken line) and
aligned (solid line) (10,10) tubes. Results are in units of states per meV per atom
[83,84]

4.2 Crossed-tube junctions

The discussion of nanotube junctions in Sec. 3 is focused on the on-tube
junctions, i.e., forming a junction by joining two half tubes together. These
systems are extremely interesting, but di�cult to synthesize in a controlled
manner at this time. Another way to form junctions is to have two tubes
crossing each other in contact [86]. (See Fig. 21.) This kind of crossed-tube
junction is much easier to fabricate and control with present experimental
techniques. When two nanotubes cross in free space, one expects that the
tubes at their closest contact point will be at a van der Waals distance away
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from each other and that there will not be much intertube or junction con-
ductance. However, as shown by Avouris and coworkers [87], for two crossed
tubes lying on a substrate, there is a substantial force pressing one tube
against the other due to the substrate attraction. For a crossed-tube junction
composed of SWNTs with the experimental diameter of 1.4 nm, this contact
force has been estimated to be about 5 nN [87]. This substrate force would
then be su�cient to deform the crossed-tube junction and lead to better
junction conductance.

Fig. 21. AFM image of a crossed SWNT device (A). Calculated structure of a
crossed (5,5) SWNT junction with a force of 0 nN (B) and 15 nN (C) [86]

In Fig. 21, panel A is an AFM image of a crossed-tube junction fabricated
from two single-walled carbon nanotubes of 1.4 nm in diameter with electrical
contacts at each end [86]. Panels B and C show the calculated structure
corresponding to a (5,5) carbon nanotube pressed against another one with
zero and 15nN force, respectively. Because of the smaller diameter of the
(5,5) tube, a larger contact force is required to produce a deformation similar
to that of the experimental crossed-tube junction. The calculation was done
using the ab initio pseudopotential density functional method with a localized
basis [86]. As seen in panel C, there is considerable deformation, and the
atoms on the di�erent tubes are much closer to each other. At this distance,
the closest atomic separation between the two tubes is 0.25nm, signi�cantly
smaller than the van der Waals distance of 0.34nm.

For the case of zero contact force (panel B in Fig. 21), the calculated
intra-tube conductance is virtually unchanged from that of an ideal, isolated
metallic tube, and the intertube conductance is negligibly small. However,
when the tubes are under a force of 15 nN, there is a sizable intertube or
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junction conductance. As shown in Fig. 22, the junction conductance at the
Fermi energy is about 5% of a quantum unit of conductance G0 = 2e2=h. The
junction conductance is thus very sensitive to the force or distance between
the tubes.

Fig. 22. Calculated conductance (expressed in units of e2=h) of a crossed (5,5)
carbon nanotube junction with a contact force of 15 nN on a linear (top) and log
(bottom) scale. The dashed (dotted-dashed) curve corresponds to the intra-tube
(intertube) conductance [86]

Experimentally, the conductance of various types of crossed carbon nan-
otube junctions has been measured, including metal-metal, semiconductor-
semiconductor, and metal-semiconductor crossed-tube junctions. The exper-
imental results are presented in Fig. 23. For the metal-metal crossed-tube
junctions, a conductance of 2 to 6% of G0 is found, in good agreement with
the theoretical results. Of particular interest is the metal-semiconductor case
in which experiments demonstrated Schottky diode behavior with a Schot-
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tky barrier in the range of 200{300meV, which is very close to the value of
250meV expected from theory for nanotubes with diameters of 1.4nm [86].

Fig. 23. Current-voltage characteristics of several crossed SWNT junctions [86]
(see text)

4.3 E�ects of Long-Range Disorder and External Perturbations

The e�ects of disorder on the conducting properties of metal and semicon-
ducting carbon nanotubes are quite di�erent. Experimentally, the mean free
path is found to be much longer in metallic tubes than in doped semicon-
ducting tubes [19{21,24,88]. This result can be understood theoretically if
the disorder potential is long range. As discussed below, the internal struc-
ture of the wavefunction of the states connected to the sublattice structure
of graphite lead to a suppression of scattering in metallic tubes, but not
in semiconducting tubes. Figure 24 shows the measured conductance for a
semiconducting nanotube device as a function of gate voltage at di�erent
temperatures. [88]. The diameter of the tube as measured by AFM is 1.5nm,
consistent with a single-walled tube. The complex structure in the Coulomb
blockade oscillations in Fig. 24 is consistent with transport through a number
of quantum dots in series. The temperature dependence and typical charg-
ing energy indicates that the tube is broken up into segments of length of
about 100nm. Similar measurements on intrinsic metal tubes, on the other
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Fig. 24. Conductance vs. gate voltage Vg for a semiconducting single-walled carbon
nanotube at various temperatures. The upper insert schematically illustraates the
sample geometry and the lower insert shows dI=dV vs. V and Vg plotted as a gray
scale [88]

hand, yield lengths that are typically a couple of orders of magnitude longer
[19{21,24,88].

Theoretical calculations have been carried out to examine the e�ects of
long-range external perturbations [88]. In the calculation, to model the per-
turbation, a 3-dimensional Gaussian potential of a certain width is centered
on one of the atoms on the carbon nanotube wall. The conductance with
the perturbation is computed for di�erent Gaussian widths, but keeping the
integrated strength of the potential the same. Some typical tight-binding
results are presented in Fig. 25. The solid lines show the results for the con-
ductance of a disorder-free tube, while the dashed and the dot-dashed lines
are, respectively, for a single long-range (�=0.348nm, �V= 0.5 eV) and a
short-range (�=0.116nm, �V= 10 eV) scatterer. Here �V is the shift in
the on-site energy at the potential center. The conduction bands (i.e., bands
crossing the Fermi level) of the metallic tube are una�ected by the long-range
scatterer, unlike the lower and upper subbands of both the metallic and semi-
conducting tubes, which are a�ected by boh long- and short-range scatterers.
All subbands are inuenced by the short-range scatterer. The inset shows
an expanded view of the onset of conduction in the semiconducting tube at
positive E, with each division corresponding to 1meV. Also, the sharp step
edges in the calculated conductance of the perfect tubes are rounded o� by
both types of perturbations.
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Fig. 25. Tight-binding calculation of the conductance of a (a) metallic (10,10) tube
and (b) semiconducting (17,0) tube in the presence of a Gaussian scatterer. The
energy scale on the abscissa is 0.2 eV per division in each graph [88]

Both the experimental and theoretical �ndings strongly suggest that long-
range scattering is suppressed in the metallic tubes. One can actually under-
stand this qualitatively from the electronic structure of a graphene sheet
[89,90]. The graphene structure has two atoms per unit cell. The properties
of electrons near the Fermi energy are given by those states near the corner of
the Brillouin zone. (See Fig. 26.) If we look at the states near this point and
consider them in terms of a k-vector away from the cornerK point, then they
can be described by a Dirac Hamiltonian. For these states, the wavefunctions
can be written in terms of a product of a plane wave component (with a vector
k) and a pseudo-spin which describes the bonding character between the two
atoms in the unit cell. The interesting result is that this pseudo-spin points
along k. For example, if the state at k is bonding, then the state at �k is anti-
bonding in character. Within this framework, one can work out the scattering
between the allowed states in a carbon nanotube due to long-range disorder,
i.e., disorder with Fourier components V (q) such that q � K. This, for ex-
ample, will be the case for scattering by charged trap states in the substrate
(oxide traps). In this case, the disorder does not couple to the pseudo-spin
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portion of the wavefunction, since the disorder potential is approximately con-
stant on the scale of the interatomic distance. The resulting matrix element
between states is then [89,90]: jhk0jV (r)jkij2 = jV (k � k0)j2 cos2[(1=2)�k;k0 ],
where �k;k0 is the angle between the initial and �nal states. The �rst term in
V (k� k0) is the Fourier component at the di�erence in k values of the initial
and �nal envelope wavefunctions. The cosine term is the overlap of the initial
and �nal spinor states.

Fig. 26. (a) Filled states (shaded) in the �rst Brillouin zone of a p-type graphene
sheet. There are two carbon atoms per unit cell (lower right inset). The dispersions
of the states near EF are cones whose vertices are located at the corner points of
the Brillouin zone. The Fermi circle, de�ning the allowed k vectors, and the band
dispersions are shown in (b) and (c) for a metallic and a semiconducting tube,
respectively [88]

For a metallic tube [Fig. 26(b)], backscattering in the conduction band
corresponds to scattering between k and �k. Such scattering is forbidden,
because the molecular orbitals of these two states are orthogonal. In semi-
conducting tubes, however, the situation is quite di�erent [Fig. 26(c)]. The
angle between the initial and �nal states is less than �, and scattering is thus
only partially suppressed by the spinor overlap. As a result, semiconducting
tubes should be sensitive to long-range disorder, while metallic tubes should
not. However, short-range disorder which has Fourier components q � K will
couple the molecular orbitals together and lead to scattering in all of the
subbands. These theoretical considerations agree well with experiment and
with the detailed calculations discussed above. Long-range disorder due to,
e.g., localized charges near the tube, breaks the semiconducting tube into a
series of quantum dots with large barriers, resulting in a dramatically reduced
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conductance and a short mean free path. On the other hand, metallic tubes
are insensitive to this disorder and remain near-perfect 1D conductors.

5 Summary

This Chapter gives a short review of some of our theoretical understanding of
the structural and electronic properties of single-walled carbon nanotubes and
of various structures formed from these nanotubes. Because of their nanome-
ter dimensions, the nanotube structures can have novel properties and yield
unusual scienti�c phenomena. In addition to the multi-walled carbon nan-
otubes, single-walled nanotubes, nanotube ropes, nanotube junctions, and
non-carbon nanotubes have been synthesized.

These quasi-one-dimensional objects have highly unusual electronic prop-
erties. For the perfect tubes, theoretical studies have shown that the elec-
tronic properties of the carbon nanotubes are intimately connected to their
structure. They can be metallic or semiconducting, depending sensitively on
tube diameter and chirality. Experimental studies using transport, scanning
tunneling, and other techniques have basically con�rmed the theoretical pre-
dictions. The dielectric responses of the carbon nanotubes are found to be
highly anisotropic in general. The heat capacity of single-wall nanotubes is
predicted to have a characteristic linear T dependence at low temperature.

On-tube metal-semiconductor, semiconductor-semiconductor, and metal-
metal junctions may be formed by introducing topological structural de-
fects, and these junctions have been shown to behave like nanoscale device
elements. For example, di�erent half-tubes may be joined with 5-member
ring/7-member ring pair defects to form a metal-semiconductor Schottky
barrier. The calculated electronic structure of these junctions is very similar
to that of standard metal-semiconductor interfaces, and in this sense, they are
molecular level devices composed of the single element, carbon. Recent exper-
imental measurements have con�rmed the existence of such Schottky barrier
behavior in nanotube ropes and across kinked nanotube junctions. Similarly,
5-7 defect pairs in di�erent carbon and non-carbon nanotubes can produce
semiconductor-semiconductor and metal-metal junctions. The existence of
metal-metal nanotube junctions in which the conductance is suppressed for
symmetry reasons has also been predicted. Thus, the carbon nanotube junc-
tions may be used as nanoscale electronic elements.

The inuence of impurities and local structural defects on the conductance
of carbon nanotubes has also been examined. It is found that local defects
in general form well de�ned quasi-bound states even in metallic nanotubes.
These defect states give rise to peaks in the LDOS and reduce the conduc-
tance at the energy of the defect levels by a quantum unit of conductance
via resonant backscattering. The theoretical studies show that, owing to the
unique electronic structure of the graphene sheet, the transport properties of
(n; n) metallic tubes appear to be very robust against defects and long-range
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perturbations near EF . Doped semiconducting tubes are much more suscep-
tible to long-range disorder. These results explain the experimental �ndings
of the long coherence length in metallic tubes and the large di�erence in
mean free path between the metallic and doped semiconducting tubes. For
nanotube ropes, intertube interactions are shown to alter the electronic struc-
ture of (n; n) metallic tubes because of broken symmetry e�ects, leading to a
pseudogap in the density of states and to semimetallic behavior. Crossed-tube
junctions have also been fabricated experimentally and studied theoretically.
These systems show signi�cant intertube conductance for metal-metal junc-
tions and exhibit Schottky behavior for metal-semiconductor junctions when
the tubes are subjected to contact force from the substrate.

The carbon nanotubes are hence a fascinating new class of materials with
many unique and desirable properties. The rich interplay between the ge-
ometric and electronic structure of the nanotubes has given rise to many
interesting, new physical phenomena. At the practical level, these systems
have the potential for many possible applications.
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Abstract. This chapter presents a brief review of the phenomenal progress in
electrical transport measurements in individual and ropes of single-wall carbon
nanotubes in the past few years. Nanotubes have been made into single-electron
transistors, �eld-e�ect transistors, and rectifying diodes. A number of interesting
mesoscopic transport phenomena have been observed. More signi�cantly, nanotubes
exhibit strong electron-electron correlation e�ects, or so-called Luttinger liquid be-
havior, associated with their one-dimensional nature.

1 Introduction

Electrical transport through single-wall carbon nanotubes (SWNTs) have
generated considerable interests in the past few years (for earlier reviews,
see [1,2]). This has been largely stimulated by many proposed applications
of SWNTs in future nanoscale electronic devices based on their unique elec-
tronic properties and nanometer sizes. From the fundamental physics point
of view, SWNTs provide a nearly perfect model system for one-dimensional
(1D) conductors, in which electron-electron correlations have a profound in-
uence on the properties of conduction electrons. They o�er several clear ad-
vantages over other 1D systems. For example, comparing with semiconductor
quantum wires, SWNTs are atomically uniform and well-de�ned; the strong
con�nement around the circumference leads to a large spacing between 1D
subbands (�1 eV for a �1nm tube in contrast to �10meV for typical semi-
conductor quantum wires), which means that the 1D nature is retained up
to room temperature and well above. Comparing with other molecular wires,
nanotubes are structurally robust and chemically inert. Moreover, because
of the tubular structure, the Peierls distortion which normally makes other
molecular wires semiconducting, becomes energetically unfavorable in car-
bon nanotubes { the lattice cost of rearranging the carbon atoms around the
whole circumference is large while the gain in electronic energy is low since
there are only two subbands at the Fermi energy.

Electrical characterization of individual SWNT molecules has been made
possible by advances in both bottom-up chemical synthesis of the these ma-
terials and modern top-down lithographic techniques for making electrical
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contacts. The real breakthrough came when Smalley's group at Rice Univer-
sity developed a laser ablation method to grow high quality SWNTs in bulk
quantity [3]. Since then, transport measurements have been carried out in a
number of research groups. We will limit our discussion to results obtained
on individual tubes or small individual ropes of SWNTs. The e�ect of doping
as well as transport in multiwall nanotubes are described in other chapters
of this book.

This chapter is organized as follows. In Sect. 2, two of us (Z.Y. and
C.D.) will describe transport measurements performed on isolated individual
SWNTs. Semiconducting nanotube can be distinguished from metallic ones
from gate voltage dependence measurements at room temperature. At low
temperatures, a number of interesting mesoscopic phenomena have been ob-
served such as single-electron charging, resonant tunneling through discrete
energy levels and proximity-induced superconductivity. At relatively high
temperatures, tunneling conductance into the nanotubes displays a power-law
suppression as a function of temperature and bias voltage, which is consistent
with the physics of the 1D Luttinger liquid. Metallic nanotubes are able to
carry a remarkably high current density and the main scattering mechanism
for high energy electrons is due to optical or zone-boundary phonons. In addi-
tion, we will discuss devices for potential electronic applications such as junc-
tions, rectifying diodes and electromechanical devices. In Sect. 3, one of us
(Ph.A.) will discuss the importance of scattering and coherent-backscattering
processes in the low-temperature transport in ropes and rings of SWNTs.
Magneto-resistance measurements of coherence lengths, evidence for dephas-
ing involving electron-electron interactions, zero-bias anomalies due to strong
electron correlation, and carrier localization will be discussed. Finally, inter-
tube transport within a rope will be addressed.

2 Transport in Individual Nanotubes

In this section, we discuss electrical measurements of individual SWNTs or
thin ropes in which the charge transport is dominated by individual tubes
within these ropes.

2.1 Device Geometry and Room-Temperature Characterization

We describe the procedure to electrically contact the nanotubes and typical
device geometry. By employing a nearby gate, semiconducting nanotubes can
be made into �eld-e�ect transistors that operate at room temperature.

Electrical Contacts Making electrical contacts to carbon nanotubes is in
principle straightforward. A small amount of raw SWNT material, which usu-
ally consists of highly entangled ropes, is �rst ultrasonically dispersed in some
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organic solvent, typically dichloroethane, and then spun onto an oxidized sil-
icon wafer on which a large array of electrodes have been fabricated with
conventional electron-beam lithography, metal evaporation and lift-o� [4].
An atomic force microscope (AFM) is then used to determine whether there
is an individual SWNT or a small rope (by apparent height) bridging two
or more electrodes. Alternatively, the electrodes are aligned and fabricated
on top of a nanotube that has been identi�ed by AFM using prede�ned
alignment markers on the substrate [5]. However, this latter procedure often
results in nanotubes being cut between the electrodes due to electron beam
damage during the lithography process. Figure 1 is a schematic of typical
three-terminal device geometry for transport measurement. The AFM image
shows an individual SWNT molecule lying across two metal electrodes, which
are used as source and drain respectively. A variety of metals have been used
for electrical leads including gold and platinum. Typical electrode width is
on the order of 100nm and source-drain spacing varies between �100nm and
�1�m. In most experiments, another nearby electrode or a doped silicon
substrate underneath the SiO2 is used as a gate to electrostatically modulate
the carrier density of the nanotube under study.

Source

Drain

Nanotube

Fig. 1. Typical device geom-
etry for electrical transport
measurement

Room temperature transport characteristics fall into two distinct types.
The �rst type of nanotubes shows no or weak gate voltage dependence of the
linear-response conductance. These nanotubes are identi�ed as the metallic
type. A strong gate dependence is observed for the second type of devices (as
we will show below), which indicates that these tubes are semiconducting.

For metallic nanotubes, the measured two-terminal resistance is often
dominated by the contact resistance between the nanotubes and the metal
electrodes. In early transport measurements, the nanotubes typically formed
a tunnel barrier of high resistance of �1�
 with the electrodes. However,
metallic nanotubes have an ideal intrinsic two-terminal resistance of only
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h=4e2 or 6.5 k
 since there are only two propagating subbands crossing at
the Fermi energy. Thus in these measurements, the bias voltage dropped al-
most entirely across the contacts, and tunneling phenomena dominated the
transport. The high contact resistance is likely due to a combination of ex-
trinsic factors such as granularity of the contacts and contamination at the
interface, and intrinsic ones as have been considered theoretically by several
authors [6{8]. In order to observe the intrinsic transport properties of metal-
lic nanotubes and certain transport phenomena, low-resistance electrical con-
tacts to the nanotubes must be used. Soh et al. [9] have made such contacts
by evaporating metal on top of the nanotubes grown directly on a silicon
chip with a chemical vapor deposition method. The measured two-terminal
resistance was as low as �10 k
. Similar reduction in contact resistance was
achieved by using planarized and briey annealed gold electrodes [10]. In a
third approach, a laser pulse was used to weld the two ends of suspended
nanotubes into gold electrodes [11].

Field-E�ect Transistors with Semiconducting Nanotubes Figure 2
shows typical room-temperature current-voltage (I-V ) characteristics for semi-
conducting nanotubes [12{15]. By sweeping the gate voltage from a positive
value to negative, the I-V curve is changed from highly nonlinear insulating
behavior with a large gap to linear metallic behavior, and the linear-response
conductance is increased by many orders of magnitude (see inset). The I-
V characteristics indicate that the nanotubes are hole-doped semiconductors
and the devices behave as p-type �eld-e�ect transistors (FETs). However, the
exact doping and transport mechanism is unclear. Scanning tunneling spec-
troscopy measurements indicated that nanotubes are typically hole-doped by
the the underlying metal surface due to the high workfunction for the metal,
and that the valence band edge of semiconducting tubes is pinned to the
Fermi energy of the metal [16]. Based on this observation, Tans et al. ex-
plained the FET operation using a semiclassical band-bending model [12].
In addition, Martel et al. measured a large hole density that led them to
suggest that the nanotubes are doped with acceptors, as a result of their
processing [13]. They also suggested that transport is di�usive. Interestingly,
it has been proposed that semiconducting nanotubes are more sensitive to
disorder than their metallic counterparts [17,18]. By using a conducting tip
in an AFM as a local gate, Tans et al. [19] and Bachtold et al. [20] found
signi�cant potential uctuations along semiconducting nanotubes. However,
the microscopic origin of the disorder remains to be sorted out.

2.2 Low-Temperature Mesoscopic Electron Transport

Carbon nanotubes have displayed a variety of transport phenomena at low
temperatures which used to be manifest in mesoscopic metallic conductors
or semiconductor quantum wires and dots. Detailed level spectrum and spin
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Fig. 2. Transport
characteristics for a
�eld-e�ect transistor
employing semicon-
ducting nanotubes
(from [12])

states in metallic nanotubes were studied in the Coulomb blockade regime.
Phase-coherent transport was employed to show proximity-induced supercon-
ductivity.

Fig. 3. Typical low-temperature Coulomb blockade measurements (from [2]). (a)
Linear-response conductance as a function of gate voltage. (b) Greyscale plot of
di�erential conductance versus bias and gate voltages
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Coulomb Blockade and Transport Spectroscopy For metallic nan-
otubes exhibiting high contact resistance with the electrical leads, the low
temperature transport is dominated by the Coulomb blockade e�ect [4,5,21{
24]. Figure 3(a) shows an example of the linear-response conductance versus
gate voltage for a metallic nanotube rope measured at 100 millikelvin in a
dilution refrigerator. It exhibits a quasi-periodic sequence of sharp peaks sep-
arated by zero-conductance regions, which signi�es Coulomb blockade single-
electron charging behavior. Such phenomena have been well-studied in semi-
conductor quantum dots and small metallic grains [25,26]. It occurs at low
temperature when the total capacitance C of a conducting island (which is
weakly coupled to source and drain leads through tunnel barriers with a re-
sistance larger than the quantum resistance h=e2 � 26 k
), is so small that
adding even a single electron requires an electrostatic energy Ec = e2=2C
that is larger than the thermal energy kBT . For an estimate, the capaci-
tance of a nanotube at a distance z away from a conducting substrate is
C = 2��r�0L= ln(2z=r), with �r being the average dielectric constant of the
environment, r and L the nanotube's radius and length. Using �r � 2 (for
comparison, �r = 3:9 for SiO2), z = 300nm and r = 0:7nm, the charging
energy is Ec � 5 meV=L (�m). Thus for a typical �1�m long tube, Coulomb
blockade would set in below �50K (kBT = 5meV). For small electrode spac-
ing, the total capacitance is often dominated by the capacitance to the leads.
Another relevant energy scale in the Coulomb blockade regime is the level
splitting due to the �nite size of the nanotube. A simple `particle-in-a-box'
estimate gives �E = hvF=4L � 1 meV=L (�m), where h is the Planck's con-
stant, vF = 8:1�105m/s the Fermi velocity in the nanotube and a factor of 2
has been introduced to account for the two subbands near the Fermi energy.
Note that both Ec and �E scale inversely with length (up to a logarithmic
factor), and the ratio Ec=�E is thus roughly independent of length, i.e., the
level spacing is always a small but appreciable fraction of the charging energy.

In Fig. 3(a), each conductance peak represents the addition of an ex-
tra electron. The peak spacing is given by �Vg = (2Ec + �E)=e�, where
� = Cg=C, with Cg and C being the capacitance to the gate and the to-
tal capacitance respectively, converts the gate voltage into the correspond-
ing electrostatic potential change in the nanotube. At low temperatures, the
height of the conductance peak varies inversely with temperature whereas the
peak width is proportional to the temperature [4,5]. This shows that trans-
port takes place via resonant tunneling through discrete energy levels and the
electronic wavefunctions are extended between the contacts. It is remarkable
that metallic nanotubes are coherent quantum wires at mK temperature.

For a �xed gate voltage, the current shows a stepwise increase with in-
creasing bias voltage, yielding the excited-state spectrum. Each step in cur-
rent (or peak in di�erential conductance) is associated with a new higher-lying
energy level that enters the bias window. A typical plot of the di�erential
conductance dI=dV as a function of both bias voltage and gate voltage is
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shown in Fig. 3(b). Within each of the diamonds (the full diamonds are not
displayed due to the �nite bias window), the number of electrons on the nan-
otube is �xed and the current is blockaded. The boundary of each diamond
represents the transition between N and N + 1 electrons and the parallel
lines outside the diamonds correspond to excited states. Such a plot is well-
understood within the constant-interaction model, in which the capacitance
is assumed to be independent of the electronic states. However, Tans et al.
reported signi�cant deviations from this simple picture [22]. In their trans-
port spectroscopy, changes in slopes or kinks are observed in transition lines
bordering the Coulomb blockade region. These kinks can be explained by a
gate-voltage-induced transition between di�erent electronic states with vary-
ing capacitances, which could result from state-dependent screening proper-
ties or di�erent charge density pro�les for di�erent single-particle states.

The ground-state spin con�guration in a nanotube was revealed by study-
ing the transport spectrum in a magnetic �eld B. Experiments by Cobden
et al. [21] showed that the level spectrum is split by Zeeman energy g�BB,
where �B is the Bohr magneton, and the g factor is found to be 2 indicat-
ing the absence of orbital e�ects as expected for nanotubes; the total spin
of the ground state alternates between 0 and 1=2 as successive electrons are
added, demonstrating simple a shell-�lling, or even-odd, e�ect, i.e., succes-
sive electrons occupy the levels in spin-up and spin-down pairs. In contrast,
Tans et al. [22] found that the spin degeneracy has already been lifted at zero
magnetic �eld and all the electrons enter the nanotubes with the same spin
direction. This behavior can be explained by a model in which spin-polarized
states can result from spin ips induced by the gate voltage. Indeed a micro-
scopic model was proposed by Oreg et al. [27] considering nonuniform gate
coupling to the nanotube due to the screening of the source and drain elec-
trodes. Further experimental and theoretical work is needed to address this
intriguing issue.

Superconducting Proximity E�ect A normal metal in close contact
with a superconductor will acquire superconductivity within a characteris-
tic lengthscale given by the phase coherence length in the normal conductor.
This proximity e�ect has been extensively studied in macroscopic samples
and patterned two-dimensional electron gas structures. Carbon nanotubes
are particularly interesting for investigating this phenomenon due to their
long phase coherence lengths. Moreover, novel phenomena were predicted for
1D quantum wires in contact with superconductors [28].

Kazumov et al. [11] observed Josephson supercurrents in individual nan-
otubes and ropes of nanotubes suspended between two superconducting bi-
layer electrodes (gold/rhenium and gold/tantalam) when the devices were
cooled below the superconducting transition temperature of the contacts. The
nanotubes were embedded in the molten gold top layer (which becomes su-
perconducting due to the proximity e�ect) to ensure low nanotube-electrode
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junction resistance { a key to observing the proximity e�ect. For ropes of
nanotubes, the maximum supercurrent agreed with theoretical predictions of
��=eRN where � is the superconducting energy gap and RN the normal-
state resistance of the junctions. However, the measurement on an individual
nanotube gave a supercurrent that is 40 times higher than expected { a sur-
prising result that has yet to be explained. In contrast, Morpurgo et al. [29]
did not observe supercurrents through nanotubes sandwiched between two
niobium contacts (Tc � 9:2 K) despite the fact that their samples had lower
normal-state resistances. At 4.2K, a backgate was used to tune the niobium-
nanotube interface transparency. When the transparency is high, the trans-
port across the interface is dominated by Andreev reection processes (in
which an incident electron is converted into a Cooper pair leaving a reected
hole in the normal region) which results in a dip around zero bias in dif-
ferential resistance. When the transparency is tuned low, normal tunneling
process dominates, resulting in a peak in di�erential resistance. The absence
of a supercurrent and subharmonic gap structure due to multiple Andreev
reections, and the emergence of a sharp zero-bias di�erential-resistance peak
superimposed on the Andreev dip at below �4K seem to point to possible
electron-electron correlation e�ects in carbon nanotubes.

2.3 Electron-Electron and Electron-Phonon Interactions

At high temperature where Coulomb blockade is unimportant, tunneling into
a metallic nanotube is consistent with predictions for tunneling into a Lut-
tinger liquid which is formed due to strong electron interactions. This is
described in 2.3. Sect. 2.3 treats the e�ects of electron-phonon interactions
at high electric �elds. Large-bias current-voltage characteristics using low-
resistance contacts suggest that the main scattering mechanism for high-
energy electrons is due to optical or zone-boundary phonons.

Electron Correlations and Luttinger-Liquid Behavior It has been
known for decades that electron-electron interactions are of paramount im-
portance in 1D metals [30,31]. As a result, electrons form a correlated ground
state called Luttinger liquid (LL), which is characterized by some exotic prop-
erties such as low-energy charge and spin excitations that propagate with dif-
ferent velocities, and a tunneling density of states (DOS) that is suppressed
as a power-law function of energy, i.e., �(E) / jE �EFj�. SWNTs are truly
1D conductors and thus expected to behave as LLs. This has been theoret-
ically considered by a number of authors [32{34]. The strength of electron
interactions in an LL is described by the so-called Luttinger parameter g.
For non-interacting electrons g = 1, whereas for repulsive Coulomb inter-
actions g < 1. An estimate of the g parameter in nanotubes is given by
g = (1 + 4Ec=�E)

�1=2, where Ec and �E are the charging energy and level
spacing as de�ned earlier. Using previous estimates, we obtain g � 0:22. Thus
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a carbon nanotube is a strongly correlated system. Interestingly, tunneling
into the end of an LL is more strongly suppressed than into the bulk, due to
decreased ability of a charge to spread away from the end compared to the
bulk. In carbon nanotubes, the exponent � in the tunneling DOS is related
to g as �bulk = (g�1 + g � 2)=8 and �end = (g�1 � 1)=4 respectively. Since g
is much less than unity, �end is nearly twice as large as �bulk.

Power-law transport characteristics associated with the LL behavior have
been indeed observed in metallic ropes of nanotubes as well as individ-
ual tubes [35,36]. Interestingly, for observing this behavior it is helpful to
have poor contact between the electrodes and the tubes. The tunneling con-
ductance in the linear-response regime G should vary as G(T ) / T� (for
eV � kBT ), i.e., opposite to the behavior expected for conventional metals.
In addition, the di�erential conductance dI=dV at large bias (eV � kBT )
should vary as dI=dV / V �. Figures 4(a) and (b) show typical measurements
of Bockrath et al. [35] of bulk tunneling into an individual rope lying on top of
the electrodes. The power-law behavior is complicated by the Coulomb block-
ade e�ect which sets in at low temperature causing additional suppression in
the conductance. However, this can be corrected from the known tempera-
ture dependence for the Coulomb blockade, as shown by the dashed lines in
(a). Fitting of the power-law temperature and voltage dependences yields the
bulk-tunneling exponent which falls within the range expected for a Luttinger
parameter g � 0:2{0.3. The data also exhibit the expected universal scaling
behavior [35,39], i.e., the measured dI=dV at di�erent temperatures can be
collapsed onto a single curve by plotting (dI=dV )=T� against eV=kBT (as
shown in Fig. 4(b)). Signatures for end tunneling were observed in samples
with top contacts [35], where the lithography process cuts the tubes between
the electrodes resulting in making contacts to the tube ends.

The LL behavior was recently investigated in transport measurement
across a naturally occurring kink junction between two metallic nanotube
segments (shown in Fig. 4(c)) [37]. The kink is associated with a pentagon-
heptagon defect pair in the nanotube which acts as a tunnel barrier [38] sep-
arating two LLs. To a �rst-order approximation, the tunneling conductance
across the kink is proportional to the product of the end-tunneling DOS on
both sides and therefore varies again as a power law of energy, but with an
exponent twice as large as the end tunneling [31,39], which makes the power-
law behavior particularly pronounced in this case. Both G-T (Fig. 4(c)) and
dI=dV -V measurements across the kink junction give the same power-law ex-
ponent of �2, consistent with end-to-end tunneling between two LLs. More-
over, both end-to-end tunneling and bulk tunneling, which were observed in
the same sample, gave the same g parameter, thus providing strong evidence
for the LL model.

It appears that the LL model can also explain the transport phenomena in
a variety of other structures such as buckled and crossed nanotubes [36] (see
Sect. 2.4). The fact that the LL e�ects persist even up to room temperature
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Fig. 4. Luttinger liquid behavior in carbon nanotubes. (a) and (b) plot G vs T and
scaled dI=dV vs eV=kBT corresponding to bulk tunneling on double logarithmic
scale (from [35]). (c) AFM image of a nanotube kink. (b) G vs T across the kink
showing tunneling between the ends of two Luttinger liquids (from [37])

may have important implications for future devices based on nanotubes, i.e.,
the electron-correlation e�ects will have to be included in designing these
molecular devices.

Large-Bias Transport and Phonon Scattering Electron-phonon in-
teractions at high electric �elds were investigated by Yao et al. [10] using
low-resistance contacts. In contrast to high-contact-resistance samples where
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tunneling across the contacts dominates the transport, a bias voltage ap-
plied between two low-resistance contacts establishes an electric �eld inside
the nanotubes which accelerates the electrons, enabling studies of intrinsic
transport properties of high-energy electrons. Shown in Fig. 5 are I-V curves
measured up to 5V at di�erent temperatures. The curves essentially overlap
with each other. Remarkably, the current at 5V exceeds 20�A, which corre-
sponds to a current density of more than 109A/cm2. The current seems to
saturate at large bias. It turns out that the resistance, R = V=I , can be �t
very well with a simple linear function of V (right inset): R = R0 + V=I0,
where R0 and I0 are constants with I0 being the extrapolated saturation
current.
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Fig. 5. High-�eld I-V char-
acteristics in metallic nan-
otubes at di�erent tempera-
tures. The right inset plots
V=I vs V . The left inset shows
a schematic of the phonon
emission model

The behavior can be explained by considering optical or zone-boundary
phonons as the main scattering mechanism for high-energy electrons. As
shown in the schematic in the left inset to Fig. 5, assuming that the electron-
phonon couplingis strong enough, once an electron gains enough energy to
emit an optical or zone-boundary phonon of energy ~
, it is immediately
backscattered. A steady state is then established in which the right moving
electrons are populated to an energy ~
 higher than the left moving ones,
leading to a saturation current I0 = (4e=h)~
. Taking a typical phonon en-
ergy of ~
 = 0:16 eV [40], this leads to a saturation current of 25�A which
agrees favorably with experiments. In this picture, the mean free path `
 for
backscattering phonons is just the distance an electron must travel to reach
the phonon threshold: `
 = ~
L=eV with L being the electrode spacing.
This may be combined with a constant elastic scattering term with mean
free path `e to obtain a resistance R = (h=4e2)L(`�1e + `�1
 ), which then
has exactly the same form as the simple phenomenological function. Fur-
ther work is expected to address the heat dissipation issue and the role of
electron-correlation e�ects.
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2.4 Nanotube Junctions and Electromechanical E�ects

Nanotube junctions constitute building blocks for integrated nanotube-based
electronic devices. Local junctions can be formed by introducing topological
defects into individual nanotube molecules, between two crossed nanotubes,
or by mechanically deforming nanotubes.

Intramolecular Junctions Intramolecular nanotube junctions have been
theoretically proposed for a long time [41{43]. The basic idea is that by in-
troducing a pentagon and a heptagon into the hexagonal carbon lattice, two
pieces of carbon nanotubes with di�erent atomic and electronic structures can
be seamlessly fused together to create metal-metal, metal-semiconductor and
semiconductor-semiconductor junctions within individual nanotube molecules.
Such junctions generally have the shape of a sharp kink. Yao et al. [37] have
measured isolated kink junctions connected to metal electrodes. A metal-
metal junction has been discussed in the previous subsection. The inset to
Fig. 6 shows the AFM image of another kinked nanotube lying across three
electrodes. The left segment is identi�ed as metallic. The transport character-
istic across the kink, in strong contrast, shows highly rectifying behavior with
nonlinear and asymmetric I-V curve, which can be strongly modulated by a
voltage applied to the backgate. The kink is thus unambiguously associated
with a metal-semiconductor nanotube heterojunction.
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Fig. 6. I-V for a rectifying diode from a metal-semiconductor heterojunction. The
inset shows an AFM image of the device (from [37])

The details of the observed I-V characteristics are not well-understood.
For example, neither the bias polarity nor the onset of conduction can be
simply explained in terms of the Schottky barrier at the junction interface
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that one would expect from p-type doping behavior and band bending. To
model the data, one in principle has to properly take into account the e�ect of
the metal electrodes and in particular the unique screening properties in 1D
conductors, which have been theoretically investigated by Leonard et al. [44]
and Odintsov [45]. In nanotubes, the screening occurs by rings of charges or
dipole rings if image charges are taken into account. The potential induced by
a dipole ring falls o� as 1=z2 as a function of distance z which makes screening
much less e�ective. This introduces novel length scales in the charge transfer
phenomena in nanotube junctions. A better understanding is important for
the designing and functioning of nanotube devices, or more generally, 1D
molecular devices.

Crossed Junctions While it remains a challenge to controllably grow nan-
otube intramolecular junctions for possible electronic applications, a poten-
tially viable alternative would be to construct junctions between two di�erent
nanotubes. Fuhrer et al. [46] have measured devices consisting of two nat-
urally occurring crossed nanotubes with electrical contacts at each end of
each nanotube. Both metal-metal and semiconductor-semiconductor junc-
tions exhibit high tunneling conductances on the order of 0.1 e2=h. Theoret-
ical study indicates that the contact force between the tubes is responsible
for the high transmission probability of the junctions. Metal-semiconductor
junctions showed asymmetry in the I-V curves and these results appeared to
be understood well from the formation of a Schottky barrier at the junction.
A novel three-terminal rectifying behavior was demonstrated in this crossed
geometry.

Lefebvre et al. [47] have measured a circuit consisting of two crossed
SWNT ropes. The junction I-V was found to be highly nonlinear with a 0.2V
gap, which enabled the top rope to be used as a local gate at small voltages.
Gate sweeps at low temperature showed that the bottom rope behaves as
double quantum dots in series, separated by a tunnel barrier at the junction
which could be introduced from electrostatic screening or from mechanical
deformation by the top rope.

Crossed nanotube junctions can also be created by mechanical manipula-
tion using the tip of an atomic force microscope [36,47]. For example, Postma
et al. [36] used an AFM tip to �rst cut a nanotube which was lying across two
electrodes, and then push one segment on top of the other. Transport across
such a junction exhibited power-law characteristics consistent with bulk-to-
bulk tunneling between two Luttinger liquids. It is interesting to note that the
results suggested that the contact force or the mechanical deformation was
quite small in this case compared with naturally occurring crossed junctions.

Electromechanical E�ects The coupling between structural distortions
and electrical properties of carbon nanotubes represents another possibility
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for creating nanotube junctions and promises potential applications in nano-
electromechanical devices. Earlier on it was realized that nanotubes can be
distorted as a result of the van der Waals interaction between the nanotubes
and the substrates, and that controlled deformation could be easily induced
by the use of the tip of an AFM [48].

The e�ects of bending on the electronic properties of the nanotubes have
been theoretically investigated by a number of authors [8,49{51]. In the �-
electron approximation, the electronic properties of metallic armchair nan-
otubes remain essentially unchanged upon small bending deformation [49].
However, for strongly bent carbon nanotubes, �-� hybridization e�ects have
to be taken into account. Electronic structure calculations involving both s
and p electrons showed that strong bending introduces localized density of
states [50] that may lead to localization. Further calculations showed that
drastic decrease in the conductance of metallic tubes occurs upon buck-
ling [8,51].

Experimentally, Bezryadin et al. [23] found that local bending of a nan-
otube near the electrodes causes local barriers and breaks the nanotube into
multiple quantum dots at low temperature. AFM proves especially useful
in controllably introducing mechanical deformation. Postma et al. [36] mea-
sured the transport across a buckled nanotube manipulated from an initially
straight nanotube by an AFM. The buckle was found to act as a tunnel bar-
rier and the transport showed end-to-end tunneling behavior between two
Luttinger liquids. Recently Tombler et al. [52] conducted in situ transport
measurement of suspended nanotubes which were reversibly bended by an
AFM tip. They found the the conductance of the nanotubes can be decreased
by two orders of magnitude upon a bending angle up to 14�. Simulations
showed that the large suppression in conductance originates from the highly
deformed region near the AFM tip where local bonding is changed from sp2

to nearly sp3 con�guration.

2.5 Summary

In this section, we have reviewed recent experimental results on electrical
transport through individual single-wall carbon nanotubes. Nanotubes prove
to be a remarkably versatile system for exploring both fundamental physics
and promising electronic device applications. Future experiments are ex-
pected to reveal other interesting aspects of 1D physics, such as spin-charge
separation associated with a Luttinger liquid. It would be of interest to ex-
plore transport using ferromagnetic and superconducting contacts and to
study the charge dynamics by shot noise measurements across a single impu-
rity.
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3 Transport in Single Wall Nanotube Ropes

The primary products of the synthesis of SWNTs are aggregates of individual
tubes forming structures akin to ropes of �bers [3,53]. The driving forces for
the formation of these ropes are the strong van derWaals interactions between
the individual tubes which lead to the formation of a regular triangular lattice
of nanotubes within the rope [3,53]. It is from these ropes that individual
SWNTs are prepared usually by sonication. Many studies and applications
of SWNTs have been based on ropes, and their �ndings are presented in
the di�erent chapters of this book. Some transport studies invoving SWNT
ropes that have been discussed in terms of the behavior of individual SWNTs
[2,5,11,21,35] have already been discussed in section 2. Here we focus on
aspects of electrical transport in SWNT ropes that were not discussed in the
studies of transport in individual nanotubes, and on inter-nanotube transport
within ropes. Speci�cally, we will concentrate on issues such as the inuence
of long coherence lengths and the e�ects of back-scattering on transport in
these systems, and the e�ects of magnetic �eld on transport.

3.1 Scattering and Localization Phenomena

Weak Localization Knowledge of the transport mechanism is an essential
requirement if nanotubes are to be used in nanoelectronics. The nature of
transport determines fundamental properties such as the amount and loca-
tion of energy dissipation and the speed of signal propagation. The transport
mechanism, however, is not determined only by the intrinsic properties of
the nanotube itself, but also by the presence of scatterers such as defects,
impurities, structural distortions, tube-tube interactions in ropes, substrate
charges, and the nature of the contacts to the macroscopic leads. Thus, while
a single metallic nanotube should ideally have a conductance of 4e2=h, [38] a
much lower conductance is usually observed. Experimentally, it is not always
possible to disentangle the multiple contributions to the measured resistance
of a nanotube. To illustrate the possible complex origin of a non-ideal conduc-
tance, we present in Figure 7 the results of a calculation of the conductance of
a (6,6) metallic tube connected to two model metal pads. The clean nanotube
is doped with �rst one and then two oxygen atoms. The two O atoms are
seen to act like a potential well or a Fabry-Perot interferometer for Fermi level
electrons. Constructive interference between incident electrons and electrons
reected from the second O atom is responsible for the partial "transparen-
cies" seen when the separation between the O atoms is an integral multiple
of �=kF . Figure 7 also gives the computed reduction in the conductance due
to the imperfect coupling at the metal-nanotube contacts [54].

One powerful experimental technique with which the nature and impor-
tance of collisions within conductors can be evaluated involves magneto-
resistance (MR) measurements. So far this technique has been applied on
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Fig. 7. Calculated conduc-
tance at EF of a (6,6) nan-
otube doped with one and
then two oxygen atoms as a
function of the distance be-
tween these atoms along the
axis of the nanotube. The re-
duction in the conductance
due to the partially reective
contacts to gold electrodes, to
which the nanotube is end-
bonded, is indicated by the
dotted line.

multi-wall nanotubes (see chapter by Forro and Schoenenberger in this book)
and on SWNT mats [56] and rings [57].

In the following we will discuss MR, and illustrate a number of di�erent
electrical transport phenomena using the behavior of SWNT rings as exam-
ples. SWNT rings are formed as a result of the van der Waals interactions
between the two end segments of the same nanotube. This adhesive interac-
tion can overcome the increased strain generated by bending the nanotube
into a circular loop (see chapter by Yakobson and Avouris in this book). Sta-
ble rings composed of SWNT ropes have been prepared at high yields [58,59].
Figure 8 a shows low temperature MR measurements on a 0.82�m diame-
ter SWNT ring. The magnetic �eld is normal to the plane of the ring. It is
seen that the resistance of the ring decreases with increasing magnetic �eld
strength. The observation of such negative MR is considered as an indication
that the conductor is in a state of weak localization [61{63]. Negative MR was
also observed in the case of multi-wall nanotubes [60,55] and SWNT mats
[56], and was also interpreted in terms of weak localization (WL). WL implies
that Le < L� < L, where Le, L�, and L are the the elastic mean free path,
coherence length, and nanotube length, respectively. Weak localization in-
volves coherent back-scattering processes. Especially important in this respect
are self-intersecting electron (hole) trajectories. As a result of time-reversal
invariance, an electron entering such a trajectory can be thought of as split-
ting into counter-propagating waves (conjugate waves) which can interfere
when they meet again at the origin. In the absence of dephasing processes



Electrical Transport in SWNTs 169

the interference will be constructive, leading to an enhanced back-scattering
and an increase in the resistance of the nanotube. However, if the electron
were to undergo dephasing collisions during its travel around the path, then
the resistance increase will be lower, or absent in the case of complete de-
phasing. By measuring the contribution to the total resistance of coherent
back-scattering processes one can then determine the importance of inelastic
collisions in the nanotube. By applying the external magnetic �eld, time-
reversal invarience is destroyed, the conjugate waves acquire opposite phase
shifts and the resulting destructive interference eliminates the resistance due
to coherent back-scattering.

The dI/dV vs. H curves shown in Figure 8 can be �t (dark curves) to the
equations describing weak localization to extract the coherence length L� as
a function of temperature. The coherence lengths increase as the temperature
is reduced, reaching about 450 nm at 3 K [57].

Fig. 8. Top: Di�erential re-
sistance dV/dI of a single-
wall nanotube ring as a func-
tion of the strength of a mag-
netic �eld perpendicular to
the plane of the ring. The
probe current was 10 pA. The
four curves (in gray) were ob-
tained, from top to bottom,
at 3.00, 4.00, 5.00 and 6.00
K. The solid black lines are
�ts to one-dimensional weak
localization theory. Bottom:
The dependence of the coher-
ence length on temperature.
The line is a �t to L' / T�1=3

[57].

Information on the nature of the interactions that lead to dephasing in the
nanotube rings was obtained from the observed temperature dependence of
L�. It is important to remember that dephasing involves inelastic collisions,
while elastic collisions involve only momentum relaxation. As Figure 8 shows,
L' / T�1=3 [57]. This behavior is characteristic of dephasing by weakly in-
elastic electron-electron interactions [64,65]. The fact that these interactions
dominate the dephasing mechanism at low temperatures is not surprising,
given that carbon nanotubes are strongly correlated electron systems (see
discussion in section 2.3). Most importantly, defects and disorder not only
a�ect back-scattering but also increase the strength of electron-electron inter-
actions [64]. MR studies have also shown that electron-electron interactions
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dominate the low temperature dephasing in multi-wall nanotubes [60] and
other low-dimensional systems [66].

Inelastic electron-electron interactions in SWNT ropes were also studied
by photo-exciting the SWNT ropes and following the relaxation in real time
using femtosecond time-resolved photoemission [67]. It was found that the
electron system thermalized very fast, within about 200 fs, as a result of
electron-electron interactions (electron-phonon relaxation was found to be
much slower) to yield a distribution that was well described by a Fermi-Dirac
distribution.

Another manifestation of strong electron-electron interactions involves the
appearance of a zero-bias anomaly (ZBA) or Fermi level singularity (FLS)
due to the blocking of tunneling by Coulomb interactions. Figure 9 shows
such as an anomaly in the case of a SWNT ring appearing as a resistance
peak near zero bias.

Fig. 9. Di�erential
resistance of a SWNT
ring as a function of
applied bias at 0.30,
0.40, 0.50, 0.63, 0.70,
0.81 and 0.93 K. The
curves are not o�set
and were measured
at zero magnetic �eld
[57].

Under appropriate conditions, the tunneling of an electron from a metal
lead into the nanotube can be thought of as a two step process involving
a fast transit throught the tunnel barrier followed by a slower spreading of
the eletron charge. Before spreading, the electron cloud interacts repulsively
with itself and the other electrons producing a Coulomb barrier (not Coulomb
blockade) that dissipates as the charge spreads. It is this Coulomb barrier that
is responsible for the ZBA, for the power law dependence of the conductance
on the voltage bias which was discussed in section 2.3 in the context of Lut-
tinger liquids, and the di�erence between end and bulk coupling of nanotubes
and leads. It should be noted, however, that ZBA and the associated power
laws are not uniquely associated with the Luttinger liquid state. In fact, they
have �rst been observed and are well documented in the case of Fermi liquids
[68,69].

While a Luttinger liquid description is appropriate for an isolated non-
interacting nanotube, it may not be appropriate for a rope. As Komnik and
Egger [70] have pointed out, for a rope to be in a Luttinger liquid state three
conditions must be met: (a) only one tube is contacted by the leads, (b)
most tubes in the rope are not metallic, and (c) electron tunneling between
di�erent metallic tubes in the rope can be neglected. Given the fragility of
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the Luttinger liquid state, and the fact that the theory of Luttinger liquids
has not been developed so far to account for the e�ects of magnetic �elds
as reported here, the observations on nanotube ropes and rings have been
discussed within the Fermi liquid model [57]. In any case, in both models the
origin of the phenomena is strong electron correlation. A semiclassical model
that describes Coulomb inhibition of tunneling and the resulting power law,
is widely applicable, and involves experimentally observed quantities such as
the conductance of the sample has been developed by Levitov and Shytov
[69].

The temperature dependence of the resistance of isolated nanotubes in the
absence of a magnetic �eld depends on the transport mechanism. A ballistic
conductor will have a temperature independent conductance, while electron-
phonon scattering will lead to a conductance linearly dependent on tempera-
ture. If, on the other hand, the conductance is dominated by tunneling at the
contacts, then a power law dependence is expected. Given the weak electron-
phonon coupling observed in SWNT ropes [67], the temperature dependence
of the conductance of nanotubes is expected to be weak and to be deter-
mined by electronic interactions. The resistance of a metallic system in the
weak localization state is known to increase with decreasing temperature.
This behavior reects the increasing coherence length as the temperature is
reduced which in turn increases the importance of coherent back-scattering
processes. The conductance can be written as [63]: 1=RH=0 = �0�C0T�p=2,
where �0 and C0 are sample speci�c constants and the value of the exponent
p depends on the dephasing mechanism. For the dominant dephasing mech-
anism that involves electron-electron collisions p = 2=3. The dependence of
the resistance of the SWNT ring on temperature is shown in Figure 10a along
with the �t to the above equation. It should be noted that the equation de-
scribing the resistance in WL is completely analogous to that predicted for a
Luttinger liquid with scatterers [71].

Spin E�ects Spin e�ects on the transport properties of nanotubes are of par-
ticular interest given the proposed nanotubes' Luttinger liquid nature which
implies a spin-charge separation. Anomalous thermopower and resistance be-
havior of SWNTs ropes at low temperatures has been interpreted in terms
of a Kondo-type interaction between the magnetic moments of magnetic im-
purities from the catalyst and the spin of the � electrons of the nanotube
[72]. Returning to Figure 9, we note that at very low temperatures (below
about 0.7 K) the ZBA in Figure 9 develops a cusp form. The central dip
in resistance is evidence of anti-localization, i.e. enhanced forward scattering
[62] produced, most likely, by spin-orbit scattering of � electrons by the high-
Z gold atoms of the leads [57]. A Kondo origin of this e�ect has also been
proposed [73,74].
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Strong Localization The increasing coherence length of nanotubes upon
cooling can lead to the formation of a strongly localized state. This will occur
when the coherence lifetime �� becomes so long that the width of the coherent
state ~=�' becomes smaller than the energy separation between coherent
states [75]. Localization in the context of nanotubes, but ignoring interference
e�ects, was studied theoretically by Kostyrko et al. and Roche and Saito
[76,77]. These theories are expected to be valid in cases where disorder is
dominant over electron interactions. Experimentally strong localization has
been observed in SWNT mats [78] and SWNT rings [57]. As Figure 10b
shows, continued cooling of the ring below 3 K leads at about 1 K to a
sharp transition to a state of high resistance [57]. Below this point transport
becomes thermally activated with the resistance following a R / exp(T0=T )
dependence with T0 � 0:8 K. This behavior is characteristic of a conductor
in a strongly localized state.

Fig. 10. (a) Temperature de-
pendence of the zero-�eld
SWNT ring resistance from 6-
200 K (gray curve), and �t to
one-dimensional weak local-
ization theory (dashed line).
(b) Ring resistance from 0.3 to
6 K [57]

.

This conclusion is further supported by corresponding changes in magneto-
transport [57]. The e�ect of the magnetic �eld is now stronger, and the MR
curves cannot be �t by weak localization theory. Side bands to the central
MR peak appear, and based on the fact that their detailed structure is al-
tered by mild thermal annealing and re-cooling [79], these bands are ascribed
to conductance uctuations, a low temperature phenomenon involving defect
sites.

From knowing the localization temperature, the strong localization length
L� can be estimated as the coherence length L� at the localization tempera-
ture (about 1 K). For this ring a localization length of L�=750 nm is obtained
[57]. This localization length implies a mean free path in the range of 250-350
nm [76,75] in good agreement with mean free path of about 300 nm deduced
in studies of individual SWNTs [10].
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3.2 Inter-tube Transport in Nanotube Ropes

By analogy with graphite where coupling between the graphene layers pro-
duces a 3D conductor, one would expect that coupling between the nan-
otubes in a rope may lead to some degree of electronic delocalization within
the rope. A number of studies of the electrical properties of ropes [5,35,57]
have assumed a weak delocalization within the rope. This weak interaction is
primarily due to the fact that current synthetic routes produce a mixture of
tubes with di�erent diameters and chiralities which make the ropes inhomo-
geneous. Maarouf et al. [80] explored theoretically the inter-tube transport
process using a tight-binding model and concluded that the need to conserve
crystal momentum along the tube axis limits inter-tube transport in ropes
containing tubes with di�ferent chiralities.

Fig. 11. Temperature dependence of
the two-terminal and four-terminal re-
sistance of a single-wall nanotube rope
intentionally damaged directly under
the gold contacts used to measure the
resistance. The maximum in the resis-
tance measured by the four-terminal
measurementmarks the point at which
the resistance for inter-tube transport
becomes equal to the resistance for
transport along the tube at the same
temperature.

An experiment that allows the measurement of the weak inter-tube trans-
port was performed by Stahl et al. [81] In this study, surface defects were
deliberately introduced at di�erent points along the rope by ion bombard-
ment, and the damaged areas were then covered by gold electrodes. At high
temperatures the current ows through the damaged tubes that are in direct
contact with the gold leads. As the temperature is decreased the two-terminal
resistance rises as a result of localization in the damaged tubes. When their
resistance becomes the same as the inter-tube (transfer) resistance, the cur-
rent switches its path to an undamaged bulk nanotube. This is reected by
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a decreased resistance in four-terminal measurements. (see Figure 11) Anal-
ysis of the experimental results suggests that inter-tube transport involves
electron tunneling with a penetration depth of about 1.25 nm.

We may conclude that defects in the nanotube structure can have opposite
e�ects on the electronic delocalization along the nanotube axis and perpen-
dicular to it. Back-scattering from defects and disorder-enhanced electron-
electron interactions can lead to localization within an individual tube, while
relaxation of momentum conservation in a defective tube enhances inter-tube
delocalization in a rope.
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Abstract. This chapter summarizes scanning probe microscopy investigations of
the properties and manipulation of carbon nanotubes, and moreover, the fabrica-
tion and utilization of nanotubes as novel tips for probe microscopy experiments.
First, scanning tunneling microscopy and spectroscopy measurements that eluci-
date (1) the basic relationship between single-walled carbon nanotube (SWNT)
atomic structure and electronic properties, (2) the one-dimensional band structure
of nanotubes, (3) localized structures in SWNTs, and (4) the electronic behavior of
�nite size SWNTs are discussed. Second, atomic force microscopy investigations of
the manipulation of nanotubes on surfaces to obtain information about nanotube-
surface interactions and nanotube mechanical properties, and to create nanotube
device structures are reviewed. Lastly, the fabrication, properties and application
of carbon nanotube probe microscopy tips to ultrahigh resolution and chemically
sensitive imaging are summarized. Prospects for future research are discussed.

Carbon nanotubes are currently the focus of intense interest worldwide.
This attention to carbon nanotubes is not surprising in light of their promise
to exhibit unique physical properties that could impact broad areas of science
and technology, ranging from super strong composites to nanoelectronics [1{
3]. Recent experimental studies have shown that carbon nanotubes are the
sti�est known material [4,5] and buckle elastically (vs. fracture) under large
bending or compressive strains [5,6]. These mechanical characteristics sug-
gest that nanotubes have signi�cant potential for advanced composites, and
could be unique force transducers to the molecular world. Moreover, the re-
markable electronic properties of carbon nanotubes o�er great intellectual
challenges and the potential for novel applications. For example, theoretical
calculations �rst predicted that single-walled carbon nanotubes (SWNTs)
could exhibit either metallic or semiconducting behavior depending only on
diameter and helicity [7{9]. This ability to display fundamentally distinct
electronic properties without changing the local bonding, which was recently
experimentally demonstrated through atomically resolved scanning tunneling
microscopy (STM) measurements [10,11] sets nanotubes apart from all other
nanowire materials [12,13].
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Scanning probe microscopies, such as STM and atomic force microscopy
(AFM), have been exploited to interrogate the electrical and mechanical
properties of individual 1D nanostructures such as carbon nanotubes, and
moreover, nanotubes have been incorporated as tips in scanning probe mi-
croscopies to enable these techniques to image with unprecedented sensitivity.
In this Chapter, we will review scanning probe microscopy investigations of
the fundamental properties and manipulation of carbon nanotubes, and the
fabrication and use of nanotubes as novel probe tips. The basic structure
of the review is as follows. First, we discuss scanning tunneling microscopy
and spectroscopy measurements addressing (1) the basic relationship between
SWNT atomic structure and electronic properties, (2) the one-dimensional
band structure of nanotubes, (3) localized structures in SWNTs, and (4) the
electronic behavior of �nite size SWNTs. Second, we review AFM investiga-
tions of the manipulation of nanotubes on surfaces to obtain information
about nanotube-surface interactions and nanotube mechanical properties,
and to create nanotube device structures. Lastly, we discuss the fabrication
and properties of carbon nanotube probe microscopy tips and the applica-
tion of this new generation of probes to ultrahigh resolution and chemically
sensitive imaging. Prospects for future research are discussed.

1 Expectations from Theory

SWNTs can be viewed as an extension in one-dimension (1D) of di�erent
fullerene molecular clusters or as a strip cut from an in�nite graphene sheet
and rolled up to form a tube (Fig. 1a). Major characteristics of their electronic
properties can be built up from relatively simply H�uckel-type models using
p(�) atomic orbitals. The diameter and helicity of a SWNT are uniquely char-
acterized by the roll-up vector Ch = na1 + ma2 = (n,m) that connects crys-
tallographically equivalent sites on a two-dimensional (2D) graphene sheet,
where a1 and a2 are the graphene lattice vectors and n and m are integers.
The limiting, achiral cases, (n,0) zigzag and (n,n) armchair are indicated with
dashed lines in Fig. 1b.

Electronic band structure calculations predict that the (n,m) indices de-
termine whether a SWNT will be a metal or a semiconductor [7{9]. To un-
derstand this unique ability to exhibit distinct electronic properties within an
all-carbon sp2 hybridized network, it is instructive to consider the 2D energy
dispersion of graphite. Graphite is a semi-metal or zero-gap semiconductor
whose valence and conduction bands touch and are degenerate at six K (kF )
points; these six positions de�ne the corners of the �rst Brilluion zone. As
a �nite piece of the 2D graphene sheet is rolled up to form a 1D tube, the
periodic boundary conditions imposed by Ch can be used to enumerate the
allowed 1D subbands-the quantized states resulting from radial con�nement-
as follows:

Ch � k = 2�q (1)
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(n,n)

Ch

(n,0)

T

a1

a2

b

a

Roll-up

graphene sheet SWNT

Fig. 1. Schematic diagrams of a SWNT and roll-up vector. (a) Graphene strip
rolled into a seamless tube. (b) 2D graphene sheet illustrating lattice vectors a1
and a2, and the roll-up vector Ch = na1 + ma2. The limiting, achiral cases of (n,0)
zigzag and (n,n) armchair are indicated with dashed lines. The translation vector
T is along the nanotube axis and de�nes the 1D unit cell. The shaded, boxed area
represents the unrolled unit cell formed by T and Ch. The diagram is constructed
for (n,m) = (4,2)

where q is an integer. If one of these allowed subbands passes through one of
the K points, the nanotube will be metallic, and otherwise semiconducting.
Thus to �rst order, zigzag (n,0) or chiral (n,m) SWNTs are metallic when
(n-m)/3 is an integer and otherwise semiconducting.

Independent of helicity, the energy gaps of the semiconducting (n,0) and
(n,m) tubes should depend inversely on diameter. In addition, the �nite cur-
vature of the tubes also leads to mixing of the �/� bonding and �*/�* an-
tibonding orbitals in carbon. This mixing should cause the graphene band
crossing (kF ) to shift away from the K point and should produce small gaps
in (n,0) and (n,m) metallic tubes with the magnitude of the gap depend-
ing inversely with the square of the diameter [7,14]. However, (n,n) armchair
tubes are expected to be truly metallic since kF remains on the subband of
the nanotube [15].
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Away from the K point, signature features in the density of states (DOS)
of a material appear at the band edges, and are commonly referred to as
van Hove singularities (VHS). These singularities are characteristic of the
dimension of a system. In three dimensions, VHS are kinks due to the in-
creased degeneracy of the available phase space, while in two dimensions the
VHS appear as stepwise discontinuities with increasing energy. Unique to
one-dimensional systems, the VHS are manifested as peaks. Hence, SWNTs
and other 1D materials are expected to exhibit spikes in the DOS due to the
1D nature of their band structure.

2 Scanning Tunneling Microscopy Studies of Electronic

Properties of Nanotubes

Scanning tunneling microscopy and spectroscopy (STS) o�er the potential to
probe these predictions about the electronic properties of carbon nanotubes
since these techniques are capable of resolving simultaneously the atomic
structure and electronic density of states of a material.

2.1 Atomic Structure and Electronic Properties of Single-Walled
Carbon Nanotubes

Atomically resolved images of in situ vapor-deposited carbon structures be-
lieved to be multi-walled carbon nanotubes (MWNTs) were �rst reported by
Sattler and Ge [16]. Bias-dependent imaging [17] and STS investigations [18]
of independently characterized arc generated MWNTs suggested that some
fraction of MWNTs produced by the arc method were semiconducting, and
in these semiconducting nanotubes, the STS data suggested that the energy
gap depended inversely on diameter. Subsequent STM and STS studies of
MWNTs and SWNTs have provided indications of di�erent structures and
structure-dependent electronic properties, but have not revealed an explicit
relationship between structure and electronic properties. The failure of these
previous studies to elucidate clearly the expected diameter and helicity depen-
dent electronic properties of nanotubes can be attributed in part to the lack
of pure SWNT samples, since (1) the electronic band structure of MWNTs
is considerably more complex than SWNTs, and (2) relatively pure samples
are required to carry out unambiguous STM and STS measurements.

The development of techniques to produce and purify relatively large
quantities of SWNTs has made possible de�nitive testing of the remarkable
predicted electronic properties of nanotubes [19{21]. Indeed, seminal STM
and STS measurements of the atomic structure and electronic properties of
puri�ed SWNTs by Wild�oer et al. [10] and Odom et al. [11] have shown that
the electronic properties do indeed depend sensitively on diameter and helic-
ity. In both of these studies, the SWNTs were grown by laser vaporization,
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ultrasonically suspended in organic solvents, and then deposited by spin coat-
ing onto Au (111) substrates. Subsequent STM imaging studies were carried
out at low-temperature, in ultra-high vacuum STMs.

Carbon Nanotube Atomic Structure A large scale STM image of indi-
vidual tubes and small ropes containing a number of individual SWNTs is
shown in Fig. 2a. A high-resolution image of a SWNT (Fig. 2b) exhibits a
graphite-like honeycomb lattice, thus enabling the determination of the (n,m)
indices from the image. The (n,m) indices were obtained from the experimen-
tally measured values of the chiral angle and diameter. The chiral angle was
measured between the zigzag (n,0) direction (the dashed line connecting sites
separated by 0.426 nm) and the tube axis.

b

to amplifier

to bias voltage

20 nm

a

Fig. 2. STM images of nanotubes. (a) Large area showing several small bundles
and isolated SWNTs on a stepped Au (111) surface. The white arrows indicate
individual SWNTs and the black arrows point to small ropes of SWNTs. (inset)
Schematic diagram of the STM experiment [13]. (b) SWNT on the surface of a
rope. The solid, black arrow highlights the tube axis and the dashed line indicates
the zigzag direction [11]

The angle measurements were con�ned to the tops of the atomically re-
solved nanotubes, which minimizes contributions from the sides of the highly
curved tubes, and over distances at least 20 nm to eliminate possible twist-
deformation contributions. The SWNT diameters were determined from the
projected widths of the nanotube images after deconvoluting the tip con-
tribution to the image. This approach yields a more robust diameter than
that determined from the cross-sectional height, since the apparent height is
highly dependent upon imaging conditions.

Atomically resolved images of isolated SWNTs on a Au (111) substrate
are shown in Figs. 3a and 3b. The measured chiral angle and diameter of
the tube in Fig. 3a constrain the (n,m) indices to either (12,3) or (13,3).
Note that a (12,3) tube is expected to be metallic, while a (13,3) tube should
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be semiconducting. On the other hand, the chiral angle and diameter of the
SWNT in Fig. 3b constrain the indices to (14,-3). This tube has helicity
opposite to the SWNT in Fig. 3a.
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Fig. 3. STM imaging and spectroscopy of individual nanotubes. (a,b) Constant
current images of isolated nanotubes. The Au (111) lattice is clearly seen in (a).
(c,d) Calculated normalized conductance, (V/I)dI/dV and measured I-V (inset)
recorded on the nanotubes in (a,b) [11,29]

Spectroscopy: Metals and Semiconductors Subsequent characteriza-
tion of the electronic properties of the atomically resolved tubes by tunnel-
ing spectroscopy can determine whether the electronic properties depend on
structure. Tunneling current versus voltage data recorded along the two tubes
discussed above exhibit very di�erent characteristics (Figs. 3c and 3d), and
the LDOS that is determined from these I-V data sets are quite distinct. For
the tube assigned as (12,3) or (13,3), the LDOS is �nite and constant between
-0.6 and +0.6 V. This behavior is characteristic of a metal, and thus shows
that the (12,3) indices provide the best description for the tube. Moreover,
the normalized conductance data determined for the (14,-3) tube exhibit an
absence of electronic states at low energies but sharp increases in the LDOS at
-0.325 and +0.425 V. These sharp increases are characteristic of the conduc-
tion and valence bands of a semiconductor, and thus con�rm our expectation
that (14,-3) indices correspond to a semiconducting SWNT. These key mea-
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surements �rst veri�ed the unique ability of SWNTs to exhibit fundamentally
di�erent electronic properties with only subtle variations in structure [7{9].

In addition, the semiconducting energy gaps (Eg) of SWNTs are predicted
to depend inversely on the tube diameter, d, and to be independent of helic-
ity. A summary of the energy gaps obtained by Odom et al. [11] for tubes
with diameters between 0.7 and 1.1 nm is shown in Fig. 4. Signi�cantly, these

1.2

1.0

0.8

0.6

0.4
1.00.90.80.70.6

Tube Diameter (nm)

E
g 

(e
V

)

Fig. 4. Summary of energy gap (Eg)
versus tube diameter obtained in [11].
The solid line corresponds to a �t de-
scribed in the text

results and those obtained by Wild�oer et al. [10] for tubes with larger diame-
ters between 1 and 2 nm show the expected 1/d dependence. Moreover, these
results can be used to obtain a value for the nearest neighbor overlap integral
(o) used in tight-binding calculations of the electronic properties by �tting
to Eg=2oaC�C/d, where aC�C is 0.142 nm. The values obtained from the
one parameter �t by [11] and [10] respectively, 2.5 eV and 2.7 eV, are in good
agreement with the reported values in the literature that range from 2.4-2.9
eV [1,22,23].

2.2 One-Dimensional Band Structure of Nanotubes

The characterization of semiconducting and metallic SWNTs with subtle
changes in structure con�rms the remarkable electronic behavior of the nan-
otubes, and represents a signi�cant step forward in understanding these 1D
materials. In addition, the ability to probe simultaneously atomic structure
and electronic properties provides a unique opportunity to investigate further
several interesting properties of these 1D materials. These properties include,
for example, the detailed density of states (DOS) of the nanotubes, the role of
symmetry breaking distortions on the electronic character of nanotubes, and
the electronic properties of defect and end electronic states. Several of these
interesting issues are addressed in the following sections and are compared
quantitatively with theory.

By making tunneling spectroscopy measurements over an extended en-
ergy range, the one-dimensional nature of the energy bands are observed as
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sharp peaks in the DOS [10,24,25]. When spectroscopic measurements are
made on atomically-resolved nanotubes, it is also possible to compare the
experimental DOS quantitatively with that resulting from a simple �-only
tight-binding calculation. Kim et al. [25] reported the �rst detailed experi-
mental comparison with theory on a metallic tube with indices (13,7). This
nanotube is the upper isolated tube that rests on the Au surface shown in
Fig. 5a. Current vs. voltage measurements exhibited a linear response at V=0
as expected for a metal and showed steps at larger voltages that correspond
to a series of sharp peaks in the dI/dV. These peaks correspond to the VHS
resulting from the extremal points in the 1D energy bands.
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Fig. 5. STM imaging and spectroscopy on a metallic SWNT. (a) Tunneling spectra
were recorded on the isolated upper tube. The inset shows an atomic resolution
image of this tube. A portion of a hexagonal lattice is overlaid to guide the eye.
(b) Comparison of the DOS obtained from experiment (upper curve) and a �-
only tight-binding calculation for the (13,7) SWNT (second curve from top). The
broken vertical lines indicate the positions of VHS in the tunneling spectra after
consideration of thermal broadening convolution. The calculated DOS for a (12,6)
tube is included for comparison [25]

A direct comparison of these experimental data to the theoretical elec-
tronic band structure calculated by a �-only tight-binding model was made [25].
Signi�cantly, the spectroscopy data show good agreement with the calculated
DOS for the (13,7) tube (Fig. 5b). The agreement between the VHS posi-
tions determined from the calculations and dI/dV data are especially good
below EF , where the �rst seven peaks correspond well. The peak splitting
due to the anisotropy around K is also reproduced in the dI/dV. Notably,
the experimental gap between the �rst VHS in this metallic tube, Eg

m� 1.6
eV, is in agreement with predictions for metallic tubes [26]; that is, Eg

m

= 6oaC�C/d = 1.6 eV, where o =2.5 eV, the value determined from the
semiconducting energy gap data [11]. Above the Fermi energy some deviation
between the experimental data and calculations exist, but the observed dif-
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ferences may be due to band repulsion, which arises from curvature-induced
hybridization [27].

Kim et al. [25] also compared their results to a published � + � calcu-
lation for a (13,7) SWNT [28] and a �-only calculation for a closely related
set of indices. Although detailed comparison is di�cult due to the large DOS
broadening, all peaks within � 2 eV match well with the �-only calcula-
tion. This comparison suggests that curvature-induced hybridization is only
a small perturbation within the experimental energy scale (jVj < 2V) for the
(13,7) tube. The sensitivity of the VHS to variations in the (n,m) indices was
investigated by calculating the DOS of the next closest metallic SWNT to
the experimental diameter and angle; that is, a (12,6) tube. Signi�cantly, the
calculated VHS for this (12,6) tube deviate much more from the experimental
DOS peaks than in the case of the (13,7) tube. It is worth noting that the
poor agreement in this case demonstrates that subtle variations in diameter
and helicity do produce experimentally distinguishable changes in the DOS.

van Hove singularities in the electronic DOS of semiconducting nanotubes
have also been observed [10,29]. Odom et al. [29] have characterized spectro-
scopically a small-diameter (10,0) semiconducting nanotube (Fig. 6a), and
directly compared the DOS with a tight-binding calculation.

a

(10,0)

b

Fig. 6. STM image and spectroscopy of a semiconducting anotube. (a) Image of
a SWNT on the surface of a rope. (b) Comparison of the DOS obtained from
experiment (upper curve) and calculation for the (10,0) SWNT (lower curve) [29]

The normalized conductance exhibits relatively good agreement with the
calculated (10,0) DOS below EF but poorer agreement above (Fig. 6b). How-
ever, the �-only DOS calculation does not include �/� and �*/�* mixing due
to curvature. This hybridization of �/� orbitals is believed to produce more
pronounced e�ects on the conduction band [27], and this might explain the
observed deviations. Additional work is needed to resolve this point. These
results show clearly that the VHS peaks in the electronic band structure,
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which are characteristic of 1D systems, can be measured experimentally and
agree well with the DOS calculated using �-only tight-binding models.

2.3 Localized Structures in Nanotubes

The above results focus on the properties of defect-free, nearly in�nite SWNTs.
Nanotubes can, however, exhibit a variety of structural defects. For exam-
ple, the insertion of a pentagon-heptagon (5-7) pair in the hexagonal net-
work [30,31] can produce a kink in the tubular nanotube structure. Also,
more gradual bends can result from mechanical distortions and bending. In
addition, structural deformations such as bends, twisting, and collapse have
been observed occasionally in these seemingly in�nite carbon cylinders [32{
34]. These defects may develop during growth, processing, deposition, or fol-
lowing an interaction with surface features [35]. The electronic properties of
localized SWNT structures, such as bends and ends [36{38], are essential
to proposed device applications. Below selected examples of structures that
have been characterized with atomically-resolved imaging and spectroscopy
are described.

Bent and Twisted Nanotubes Odom et al. [29] recently reported a kink
in an atomically-resolved SWNT rope arising from a mechanical distortion
(Fig. 7). The bend angle de�ned by this kink is approximately 60o. Tunneling
spectroscopy was used to characterize the electronic properties of the upper-
most nanotube in the bent rope. I-V measurements were performed at the
positions indicated by the symbols in Fig. 7a, and their corresponding dI/dV
are displayed in Fig. 7b.

The positions of the van Hove peaks indicate that the tube is metallic.
Signi�cantly, the data also show new features at low bias voltages on either
side of the bend. These peaks are likely due to the presence of the bend,
since �ve nanometers away (+) from the kink, the sharpness and prominence
of these features have greatly diminished. In addition, Avouris et al. [40]
reported that STS spectra taken near a kink in a semiconducting nanotube
also showed an increased DOS at low energies. Notably, recent calculations
on bends in armchair tubes show similar low energy features in the DOS for
similar bend angles [39] observed by [29] and [40].

The bend region observed by Odom and co-workers was further investi-
gated using bias-dependent STM imaging. On the right side of the bend, a
superstructure on the tube is observed at the biases of the localized peaks
(Figs. 7c and 7d). Fig. 7c shows stripes parallel to the zigzag direction of
the tube and Fig. 7d displays a triangular ring structure, where the spacing
between nearest-neighbor rings is ca. 0.42 nm (the zigzag spacing). These
new electronic features could be due to electron scattering and interference
at the defect site [41]. Although the bias voltage, 0.45 V, at which Fig. 7e was
imaged is not at a prominent peak in the dI/dV, some electronic structure
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Fig. 7. STM image and spectroscopy
of a bend in a rope of SWNTs.
(a) Image of �60o bend. The sym-
bols correspond to locations where I-
V were measured. The scale bar is 1
nm. (b) Di�erential conductance cal-
culated from the locations indicated in
(a). The upper portion of the graph
is spectroscopy performed on the left
side of the bend over 5 nm. The lower
portion of the graph is spectroscopy
performed on the right side of the bend
over 2 nm. The dashed lines highlight
the low energy features. (c-e) STM im-
ages recorded at bias voltages of -0.15,
0.15, and 0.45 V, respectively [29]

can be seen extending �1.5 nm to the right of the bend. However, this ad-
ditional structure diminishes and an unperturbed atomic lattice is observed,
consistent with the spectroscopic measurements. Further experimental and
computational work is needed to elucidate clearly such interesting observa-
tions.

Besides bends in nanotubes, twisting of individual tubes within ropes has
been reported by Clauss et al. [33]. Large-scale nanotube twists may result
from mechanical interactions during deposition upon surfaces, be introduced
during the growth process and frozen by shear forces, or result from di�er-
ent helicity tubes attempting to align their hexagonal lattices within ropes.
Clauss et al. [33] observed anomalous lattice orientations upon careful in-
spection of many tubes, namely, that the armchair direction is on average
perpendicular to the tube axis, and that the average angle between the zigzag
and armchair direction is greater than 90o. This apparent distortion from an
equilibrium conformation can be explained if the imaged nanotubes are of the
armchair-type with a twist distortion of several degrees, or from distortions
contributed by the �nite size and asymmetry of the STM tip.
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SWNT Ends: Structure and Electronic Properties Another example
of localized geometric structures in nanotubes is the ends. Analogous to the
surface states of a 3D crystal and the edge state of a 2D electron gas, end
states are expected at the end of the 1D electron system. The ends of a 1D
electronic system can be considered as the \surface" of the 1D bulk. Both
resonant and localized states are possible at the ends of nanotubes. Resonant
end states are expected for metallic nanotubes because there are no gaps
in the 1D band structure of metallic SWNTs to localize the end states. In
the same way, localized end states are possible for semiconducting nanotubes
since they exhibit energy gaps in their DOS.

The end states associated with carbon nanotubes may arise from pen-
tagons in a capped end or an open nanotube [42,43]. In accordance with
Euler's rule, a capped end should contain six pentagons. The presence of
these topological defects can cause dramatic changes in the LDOS near the
end of the nanotube. Kim et al. [25] reported the �rst detailed investigation
of the electronic character of a capped SWNT end (Fig. 8a), with bulk indices
(13,-2). The expected metallic behavior of the (13,-2) tube was con�rmed in
(V/I)dI/dV data recorded away from the end (Fig. 8c). Signi�cantly, spec-
troscopic data recorded at and close to the SWNT end show two distinct
peaks at 250 and 500 mV that decay and eventually disappear in the bulk
DOS recorded far from the tube end.

To investigate the origin of these new spectroscopic features, tight-binding
calculations were carried out for a (13,-2) model tube terminated with dif-
ferent end caps (Fig. 8b). Both models exhibit a bulk DOS far from the end
(lower curve in Fig. 8d); however, near the nanotube ends the LDOS show
pronounced di�erences from the bulk DOS: Two or more peaks appear above
EF , and these peaks decay upon moving away from the end to the bulk. These
models were chosen to illustrate the relatively large peak di�erences for caps
closed with isolated versus adjacent pentagons. The LDOS obtained for cap
I shows excellent agreement with the measured LDOS at the tube end, while
cap II does not (Fig. 8d). The positions of the two end LDOS peaks as well
as the �rst band edge of cap I match well with those from the experimental
spectra. These results suggest that the arrangement of pentagons is respon-
sible for the observed DOS peaks at the SWNT ends, and are thus similar to
conclusions drawn from measurements on MWNTs that were not atomically
resolved [43].

Besides characterization of capped ends in metallic tubes, Avouris and co-
workers [40] reported spectroscopic data on an atomically-resolved semicon-
ducting SWNT and its end. Interestingly, as tunneling spectra were recorded
along the tube axis to the end, the Fermi level position shifted to the center
of the energy gap. This is the �rst reported evidence of band-bending behav-
ior observed by STM spectroscopy in individual nanotubes. Future studies
could provide important and much needed information addressing the nature
of nanotube-metal contacts.
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Fig. 8. STM image and spectroscopy
of a SWNT end. (a) Image of a nan-
otube end. The symbols correspond
to the locations where the tunneling
spectra in (c) were recorded. The scale
bar is 1 nm. (b) A model (13,-2)
SWNT recorded two di�erent cap con-
�gurations; the pentagons are shaded
gray. (c) Experimental tunneling spec-
tra from the end �, near the end H,
and far from the end N. (d) LDOS ob-
tained from tight-binding calculations
on capped (13,-2) tubes for caps I and
II. Similar features in � and cap I are
highlighted by gray arrows. The bulk
DOS for both cap models are identical
and is shown in the lowest curve [25]

2.4 Finite Size SWNTs

The studies reviewed above have focused on SWNTs that have always re-
tained characteristic features of a periodic 1D system. What happens when
this 1D system is made increasingly smaller? Conceptually, as the length of
a SWNT is reduced, one ultimately will reach the limit of a fullerene molec-
ular cluster{a 0D object. In this regard, studies of �nite-size SWNTs o�er a
unique opportunity to probe the connection between and evolution of elec-
tronic structure in periodic molecular systems. Investigations of �nite-sized
e�ects in SWNTs are also important to the future utilization of nanotubes
in device applications. Low-temperature transport experiments on metallic
SWNTs have shown that �m long tubes behave as islands in single elec-
tron transistors, with an island energy level spacing characteristic of the 1D
particle-in-a-box states [44,45]. Since the coulomb charging energy Ec / 1/L
(L is the nanotube length), shorter nanotubes allow the working temperature
of such devices to increase. In addition, �nite size e�ects should be visible at
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room temperature if �E > kBT; thus a resonant tunneling device may be
conceived with nanotubes whose lengths are less than 50 nm.

To �rst order, the 1D energy levels and spacing may be described by
either quantization of the metallic band structure or by recollection of the
textbook particle in a 1D well. To �rst order, the bulk metallic nanotube
band structure is characterized by two linear bands (� and �*) that cross
the Fermi energy, and these bands contribute a �nite, constant DOS at low
energies. Con�nement of the electrons due to reduced axial lengths produces a
discretization�k = �/L on the crossing bands. The intersection of�k and the
linear bands in the zone-folding scheme results in an energy level spectrum.
An alternative, simpler analysis of this problem is to consider the �nite-length
nanotube as a 1D particle-in-a-box, whose well-known eigenvalues (E) are E
= ~

2k2/2m. The energy level spacing is easily derived:

�E = ~
2kF�k=m = hvF =2L � 1:67eV=L(nm) (2)

where h is Planck's constant and vF = 8.1 x 105 m/s is the Fermi velocity
for graphene.

Quantum E�ects in Carbon Nanotubes STM can probe the transition
from 1D delocalized states to molecular levels since voltage pulses can �rst
be used to systematically cut nanotubes into short lengths [29,46] (Fig. 9).
Subsequently, these �nite-size nanotubes can be characterized spectroscopi-
cally.

Fig. 9. SWNTs before and after a voltage pulse was applied to cut the nanotube [46]

Venema et al. [47] �rst reported investigations of quantum size e�ects in
a �30 nm metallic, armchair nanotube shortened by STM voltage pulses.
Current vs. voltage measurements carried out near the middle of the tube
showed an irregular step-like behavior. The steps in the spectra observed over
a small voltage range (�0.2 V) correspond to quantized energy levels enter-
ing the bias window as the voltage is increased, and the irregularity in the
step spacing is due to coulomb charging e�ects competing with the 1D level
spacing. Remarkably, they discovered that compilation of 100 consecutive I-V
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measurements spaced 23 pm apart into a spectroscopic map exhibited dI/dV
peaks which varied periodically with position along the tube axis (Fig. 10a).
This periodic variation in dI/dV as a function of position along the tube, 0.4
nm, is di�erent from the lattice constant ao=0.25 nm (Fig. 10b),
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Fig. 10. STM line scans. (a) Spectro-
scopic image compiled from 100 dI/dV
measurements. The periodicity is de-
termined from the square of the am-
plitude of the electron wavefunction
at discrete energies. (b) Topographic
line pro�le of atomic corrugation in a
shortened armchair nanotube [47]

and can be described by the electronic wavefunctions in the nanotube.
Since dI/dV is a measure of the squared amplitude of the wavefunction,
they were able to �t the experimental dI/dV with the trial function Asin2

(2�x/� + �) + B. This enabled the separation between the dI/dV peaks
to be correlated with half the Fermi wavelength �F . The calculated value
for �F = 3ao = 0.74 nm, determined from the two linear bands crossing
at kF , is in good agreement with experimental observations. Hence discrete
electron standing waves were observed in short armchair nanotubes. It is
also worth noting that the observed widths of the nanotubes probed in these
investigations, �10 nm, are signi�cantly larger than expected for a single
SWNT. This suggests that it is likely the measurements were on ropes of
SWNTs. In this regard, it will be important in the future to assess how
tube-tube interactions perturb the quantum states in a single SWNT.

It is possible that additional features in the electronic structure of �nite-
sized nanotubes may appear in lengths nearly an order of magnitude shorter.
To this end, Odom et al. [29] have studied quantum size e�ects in both chiral
metallic and semiconducting tubes. STM images of nanotubes shortened to
six and �ve nanometers, respectively, are shown in Figs. 11a and 11b. The I-V
measurements show a step-wise increase of current over a two-volt bias range
for both tubes, and the observed peaks in the (V/I)dI/dV were attributed
to resonant tunneling through discrete energy levels resulting from the �nite
length of the SWNT. To �rst order, analysis of the peak spacing for the �nite-
sized nanotubes (Figs. 11d and 11e) agrees with the simple 1D particle-in-
a-box model. The former tube that is six nanometers long exhibits a mean
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Fig. 11. STM imaging and spectroscopy of �nite-size SWNTs. (a-c) SWNTs cut
by voltage pulses and shortened to lengths of 6 nm, 5 nm, and 3 nm, respectively.
(d-f) Averaged normalized conductance and I-V measurements performed on the
nanotubes in (a-c), respectively. Six I-V curves were taken along the tube length
and averaged together since the spectra were essentially indistinguishable [29]

peak spacing of approximately 0.27 eV. A six nanometer tube within this 1D
box model would have an average level spacing �E � 1.67 eV/6 = 0.28 eV.
For the latter tube with its shorter length, the observed peak spacing is also
wider, as expected from this model.

In addition, an atomically resolved SWNT, only three nanometers long
was investigated (Fig. 11c). The normalized conductance of this short piece
shown in Fig. 11f appears, however, quite di�erent from the expected 1.67
eV/3 = 0.55 eV energy level spacing for a nanotube three nanometers long.
This is not surprising due to the limitations of this simple model, and the
need for a more detailed molecular model to explain adequately the elec-
tronic structure is evident. Ab initio calculations of SWNT band structure
have recently shown that the energy level spacing of �nite-size tubes may
be considerably di�erent from that predicted from a H�uckel model due to
the asymmetry and shifting of the linear bands crossing at EF [48]. In addi-
tion, several molecular computational studies have predicted that nanotubes
less than four nanometers long should open a HOMO-LUMO gap around
EF , although its magnitude varies greatly among di�erent calculation meth-
ods [49,50]. These studies have been performed on �nite-sized, open-ended,
achiral (n,0) zigzag and (n,n) armchair tubes. In quantum chemistry calcula-
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tions, symmetry considerations are important, and in this regard, chiral nan-
otubes may exhibit drastically di�erent electronic characteristics compared
with achiral ones. Clearly, more sophisticated molecular and �rst principle
calculations are required to fully understand nanotubes at such ultra-short
length scales.

In contrast to the metallic nanotubes and other nanoscale systems [51], no
signi�cant length dependence is observed in �nite-sized semiconducting nan-
otubes down to �ve nanometers long [52]. Namely, tunneling spectroscopy
data obtained from the center of the shortened tube showed a striking re-
semblance to the spectrum observed before cutting. That is, the positions of
the valence and conduction bands are nearly identical before and after cut-
ting. Spectra taken at the ends also exhibited the same VHS positions, and
a localized state near �0.2 eV, which is attributed to dangling bonds, was
also observed. It is possible that long-length scale disorder and very short
electron mean free paths (�2 nm) in semiconducting tubes [53] may account
for the similar electronic behavior observed in short and long nanotubes. This
suggests that detailed studies should be carried out with even shorter tube
lengths. However, recent ab initio calculations on the electronic structure of
semiconducting nanotubes with lengths of two-three nanometers also seem
robust to reduced-length e�ects and merely reproduce the major features of
the bulk DOS (i.e. the energy gap) [54].

Coulomb Charging in SWNTs In the experiments discussed above, the
�nite-sized nanotubes remained in good contact with the underlying substrate
after cutting, and the voltage drop was primarily over the vacuum tunnel
junction. If the nanotubes are weakly coupled to the surface, a second barrier
for electron tunneling is created and these nanotubes may behave as coulomb
islands and exhibit coulomb blockade and staircase features in their I-V [55].
The investigation of �nite-sized nanotubes in the presence of charging e�ects
is interesting since both e�ects scale inversely with length and thus can be
probed experimentally, in contrast to 3D metal quantum dots [56,57].

Odom et al. [29] recently reported the �rst detailed investigation of the
interplay between these two e�ects in nanotubes at ultra-short length scales
and compared the tunneling spectra with a modi�ed semi-classical theory for
single-electron tunneling. The tunneling current vs. voltage of the nanotube
in Fig. 12a exhibits suppression of current at zero bias as well as relatively
sharp, irregular step-like increases at larger jVj (Fig. 12b), reminiscent of
the coulomb blockade and staircase [55]. Similar to [47], the irregularities in
the conductance peak spacing and amplitude are attributed to contributions
from the discrete level spacing of the �nite-sized nanotube [29].

To compare directly the complex tunneling spectra with calculations,
Odom and co-workers [29] modi�ed a semi-classical double junction model [56]
to include the level spacing of the nanotube quantum dot, �E � 1.67 eV/7
= 0.24 eV. The capacitance of a SWNT resting on a metal surface may be
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Fig. 12. Charging e�ects in �nite-sized SWNTs. (a) STM image of SWNTs short-
ened by voltage pulses. The scale bar is 1 nm. (b) Measured I-V and dI/dV per-
formed on the tube indicated by an arrow in (a). (c) Numerical derivative of the
I-V curve calculated by a semi-classical calculation including the level spacing of
a 1D box. (d) Same calculation as in (c) except the nanotube DOS is treated as
continuous [29]

approximated by [58]

C = 2�"L= ln [d+ (d2 � R2)1=2]=R (3)

where d is the distance from the center of the nanotube to the surface, and "
is 8.85x10�3 aF/nm. Estimating d � 1.9 nm, the geometric capacitance for
the nanotube in Fig. 12a is 0.21 aF. The calculated dI/dV that best �ts the
tunneling conductance is shown in Fig. 12c, and yields a Au-tube capacitance
C1=0.21 � 0.01 aF, in good agreement with the capacitance estimated by
the geometry of the nanotube. In contrast, if the calculation neglected the
level spacing of the nanotube island, only the blockade region is reproduced
well (Fig. 12d). These studies demonstrate that it is possible also to study
the interplay of �nite size e�ects and charging e�ects in SWNT quantum dots
of ultra-short lengths.

2.5 Future directions

Scanning tunneling microscopy and spectroscopy have been used to char-
acterize the atomic structure and tunneling density of states of individual
SWNTs and SWNT ropes. Defect-free SWNTs exhibit semiconducting and
metallic behavior that depends predictably on helicity and diameter. In ad-
dition, the 1D VHS in the DOS for both metallic and semiconducting tubes
have been characterized and compare reasonably well with tight-binding cal-
culations. Lastly, studies show that it is possible to access readily a regime
of \0D" behavior, where �nite length produces quantization along the tube
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axis, which opens up future opportunities to probe, for example, connections
between extended and molecular systems. In short, much of the fascinating
overall structural and electronic properties of SWNTs are now in hand{but
this really only has scratched the surface. Future work addressing the role of
defects and other structural perturbations, coupling to metal and magnetic
systems, the connection between extended and �nite size/molecular clusters,
as well as other directions will help to de�ne further the fundamental physics
of these systems and de�ne emerging concepts in nanotechnology.

3 Manipulation of Nanotubes with Scanning Probe

Microscopies

Scanning probe microscopies not only can be utilized to probe the fundamen-
tal electronic properties of carbon nanotubes but also to manipulate them.
The ability to manipulate carbon nanotubes on surfaces with scanning probe
techniques enables investigations of nanotube/surface interactions, mechani-
cal properties and deformations, and controllable assembly of nanotube elec-
trical devices. Examples of experiments that have exploited the ability of
AFM to connect from the macroscopic world to the nanometer scale and
thereby elucidate new behavior and physical properties of nanotubes are dis-
cussed below.

3.1 Manipulation of Nanotubes on Surfaces

The interaction between nanotubes and their underlying substrate is sensitive
to the details of the particular surface. In order for an AFM tip to controllably
manipulate nanotubes across a surface, it is crucial that the tip/nanotube in-
teraction be greater than the adhesion/friction force between the nanotube
and the substrate. Depending on the experimental goals, one might, for ex-
ample, require surfaces with high friction, in order to pin and manipulate
the nanotubes into desired con�gurations. However, if one wants to measure
certain physical properties such as stress and strain, a low frictional surface is
necessary to decouple the surface contributions from the intrinsic mechanical
properties of the nanotube.

Hertel et al. [59] investigated the interaction between a H-passivated Si
(100) surface and deposited MWNTs using non-contact mode AFM. For ex-
ample, the AFM image of nanotubes in Fig. 13 illustrates one type of elastic
deformation that may occur when nanotubes are deposited onto a surface.
At the crossing point of the two overlapping MWNTs, the measured height
is six nanometers less than the sum of the individual diameters. In addition,
the width of the upper nanotube shortly before and after crossing the lower
tube appears broadened. This observed axial and radial deformation of the
tubes may be explained by a strong surface/nanotube interaction. As the
upper nanotube is forced to bend over the lower nanotube, the strain energy
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Fig. 13. AFM non-contact mode image of several overlapping MWNTs. The upper
tubes are seen to wrap around the lower ones which are slightly compressed [59]

increases; however, this is compensated for by a gain in binding energy be-
tween the surface and the lower nanotube, which attempts to maximize its
contact area with the substrate. The strength of the attractive force between
the nanotubes and the surface may be estimated using a 1D model where
the pro�le along the tube axis is determined by the balance of strain and
adhesion energy. In this framework, Hertel and co-workers [59] found that
the binding energy is determined primarily by van der Waals interactions
and approaches up to 0.8 � 0.3 eV/�A for multi-wall nanotubes 10 nm in
diameter on hydrogen-terminated silicon.

An important consequence of this large binding energy is that nanotubes
will tend to distort and conform to the substrate topography. In addition,
nanotubes can be pinned in highly strained con�gurations on di�erent sub-
strates after manipulation with an AFM tip [5,59,60]. Wong et al. [5] and
Falvo et al. [60] exploited high substrate/nanotube friction in order to apply
lateral stresses at speci�ed locations along a MWNT to produce translations
and bends (Fig. 14).

Fig. 14. AFM tapping-mode images (0.9 �m x 0.9 �m) of a 4.4 nm-diameter
MWNT before and after bending on an oxidized Si substrate. After bending, buck-
ling occurs along the nanotube axis [5]

When bent to large angles, the nanotubes exhibited raised features, which
correspond to locations along the nanotube where the tube has buckled. This
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buckling behavior was shown to be reversible in both experimental studies.
The motion of nanotubes in contact with a surface can occur via rolling,
sliding or a combination of these processes. The details of this behavior are
expected to depend sensitively on the substrate as well as where the AFM
tip contacts the nanotube to induce motion. Falvo et al. [61] found that if the
AFM tip pushes the MWNTs from the end on a mica or graphite surface, a
single stick-slip peak in the lateral force trace is observed. These peaks are
attributed to the pinning force between the nanotube and the substrate that
must be overcome before motion can proceed. However, when the nanotube
is manipulated from its side on mica, the resulting motion is an in-plane
rotation of the nanotube about a pivot point dependent upon the position of
the AFM tip. This sliding behavior is illustrated in Fig. 15. However, if the

Fig. 15. Sliding a multi-walled carbon nanotube. (a) Tube in its original position.
Grid lines are overlaid so that one of the grid axes corresponds to the original
orientation of the tube axis. (b) Tube's orientation after AFM manipulation. The
pivot point and push point are indicated by the bottom and top arrows, respectively.
Inset shows the lateral force trace during a sliding manipulation [61]

nanotube was pushed from the side on a graphite surface, new behavior was
observed: a lateral stick-slip motion with the absence of in-plane rotation.
Hence the nanotube appeared to undergo a stick-slip rolling motion, which
was topographically veri�ed due to the asymmetrically shaped nanotube cap.
Upon comparison of the lateral force measurements for rolling and sliding,
Falvo et al. [61] discovered that the slip-stick peaks in rolling are higher than
the lateral force needed to sustain sliding, although quantitative force values
were not reported. Thus unlike macroscopic systems where rolling is preferred
over sliding, the energy cost for rolling in nanoscale systems is larger than
that of the sliding cases.

3.2 Nanotube Mechanical Properties

Taking advantage of low substrate/nanotube friction, Wong et al. [5] mea-
sured directly the bending and buckling forces for MWNTs on single-crystal
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MoS2. They devised a exible method that uses a combination of conventional
lithography to pin one end of the nanotube, and the AFM tip to locate and
probe the nanotube region protruding from the static contact. As the AFM
scanned normal to the nanotube, the lateral force vs. displacement (F -d)
curves at varying distances from the pinning point was recorded, and infor-
mation on the Young's modulus, toughness, and strength of the nanotube
were obtained. The F -d curves recorded on the MWNTs showed several im-
portant points (Fig. 16). The initial location at which the lateral F increased

Fig. 16. Surface plot showing the F -
d response of a 32.9 nm diameter
MWNT recorded with a normal load
of 16.4 nN. The nanotube is pinned by
a SiO pad beyond the top of the im-
age. The data were recorded in water
to minimize the nanotube-MoS2 fric-
tion force [5]

in each scan was approximately the same, and thus it was possible to conclude
that the nanotube deection is elastic. Second, the lateral force recorded in
each of the individual scans increased linearly once the tip contacted the
nanotube (F = k d), and k decreased for scan lines recorded at increasingly
large distances from the pinning point. From simple nanobeam mechanics
formulae, the Young's modulus of MWNTs with diameters from 26 to 76 nm
was determined to be 1.28 � 0.59 TPa, and this value was found to be inde-
pendent of diameter. The bending strength of nanotubes was also determined
by recognizing that the material softens signi�cantly at the buckling point;
that is, the buckling point is taken as a measure of the bend strength. The
average bending strength, which was determined directly from F -d curves,
was found to be 14.2 � 8.0 GPa.

The approach of Wong and co-workers [5] was extended by Walters et
al. [62] to assess the tensile strength of SWNT ropes. In these latter mea-
surements, the rope was freely suspended across a trench, and then deected
with the AFM. Lateral force vs. displacement curves recorded with the AFM
tip at several di�erent vertical heights across the center of the tube were mod-
eled reasonably well as an elastic string. The resulting �t to the experimental
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data yielded a maximum elastic strain of 5.8 � 0.9 percent. To compare this
value with conventional, bulk materials, Walters et al. [62] calculated the
yield strength for SWNT ropes, using a Young's modulus of 1.25 TPa for
SWNTs [63], and found it to be 45 � 7 GPa, over 20 times the yield strength
of high-strength steels.

3.3 Making Nanotube Devices

The ability to manipulate carbon nanotubes on surfaces is the �rst step to
controllably assemble them into electrical circuits and nanoscale devices. This
toolkit has currently been extended to encompass tube translation, rotation,
cutting, and even putting nanotubes on top of each other. Recently, Roschier
et al. [64] and Avouris et al. [65] exploited nanotube translation and rotation
by an AFM probe to create nanoscale circuits where a MWNT served as
the active element. Roschier et al. [64] reported the fabrication of a MWNT
single electron device (Fig. 17) and characterized its electrical properties. In

Fig. 17. AFM manipulation of a MWNT over pre-de�ned electrodes. The 410 nm
long MWNT, the side gate, and the electrode structure are marked in the �rst
frame. The last frame represents the measured con�guration [64]

addition, Avouris and co-workers [65] have fabricated a variety of structures
to investigate the maximum current that can be passed through individual
MWNTs, and the possibility of room-temperature electronics. In this latter
regard they were able to fabricate a working �eld-e�ect transistor from a
semiconducting nanotube.

Lefebvre et al. [66] reported the �rst tapping mode AFM manipulation of
SWNT ropes to create crossed nanotube junctions. Their device fabrication
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strategy was similar to the manipulation method of [64,65], where trans-
lation and rotation of nanotubes on surfaces occurred in small increments,
typically 10 nm and 5 degrees at a time; however, instead of moving the
nanotube over already-deposited electrodes, electrical contact was made to
the nanotubes after the manipulation. The top nanotube and degenerate Si
substrate can both serve as gate electrodes for the lower nanotube, and the
current measured at 5K through the lower nanotube exhibited current peaks
reminiscent of two quantum dots in series. The authors speculate that the
origin of the junction responsible for the double-dot behavior may either be
mechanical (a combination of tube-tube and lower tube-surface interactions)
or electrostatic (potential applied between lower tube and upper tube). In
any case, the resulting local perturbation changes the nanotube band struc-
ture to preclude electron propagation along the lower tube. Interestingly, the
tunnel barrier formed by the top bundle on the lower one can be tuned by
the substrate voltage, and in the limit of strong coupling, the lower nanotube
exhibits charging behavior of a single quantum dot.

As discussed above, manipulation of nanotubes on surfaces allows con-
trol in device fabrication of nanotube circuits, although this approach can
also damage the nanotubes. Recently, Cheung et al. [67] reported a novel
method of AFM manipulation and controlled deposition to create nanotube
nanostructures. Their technique eliminates the laborious steps of incremental
pushes and rotations as well as the unknown tube damaged caused by AFM
manipulation across surfaces. Individual SWNTs and ropes were grown from

b

a

Fig. 18. AFM images of SWNT deposition onto a sub-
strate. (a) A SWNT deposited along the direction of
the arrow. (b) A cross SWNT structure made by a sec-
ond nanotube lithography step. The images in (a) and
(b) are 2�m x 1.3 �m [67]

Si-AFM tapping mode tips by chemical vapor deposition [68,69]. The SWNTs
are deposited from the AFM tip to a pre-de�ned position on the substrate
by three simple steps: (i) biasing the tip against the surface, (ii) scanning
the nanotube tip along a set path, and (iii) then applying a voltage pulse to
disconnect the tip from the nanotube segment on the substrate. This method
can produce straight structures since tube-surface forces do not need to be
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overcome, and in addition, complex junctions between nanotubes may be
created since the nanotube may be deposited at speci�ed angles (Fig. 18).

4 Nanotube Probe Microscopy Tips

In atomic force microscopy (AFM), the probe is typically a sharp pyramidal
tip on a micron-scale cantilever that allows measurement of the tip-sample
force interactions and surface topography. Since the resulting image is a con-
volution of the structure of the sample and tip, sample features are either
broadened by the tip, or narrowed in the case of trenches (Fig. 19). A well-

Fig. 19. Tip-sample convolution e�ect. The black line represents the path of the
tip as it scans over the sample. The �nite size of the imaging tip will broaden raised
features and restrict access to recessed features

characterized tip is therefore essential for accurately interpreting an image,
and moreover, the size of the tip will de�ne the resolution of the image. Well-
characterized nanostructures, such as a carbon nanotube, may prove to be
the ideal AFM tip.

Integrated AFM cantilever-tip assemblies are fabricated from silicon (Si)
or silicon nitride (Si3N4) [70]. The tips on these assemblies are pyramidal in
shape, have cone angles of 20-30 degrees and radii of curvature of 5-10 nm
(Si) or 20-60 nm (Si3N4). Several techniques have been developed to improve
these geometrical factors such as oxide sharpening, focused ion beam (FIB)
milling, electron beam deposition of carbon, as well as improvements in the
original tip formation processes. Despite these technological advances, there
remain important limitations. Variation in tip-to-tip properties can be quite
large, and will always be di�cult to control at the scale relevant to high-
resolution structural imaging. In addition, tips wear during scanning [71,72],
making it quite di�cult to account for tip contributions to image broadening.
The problems of tip wear increase for sharper tips due to the higher pressure
at the tip-sample interface.

Consider the ideal AFM tip. It should have a high aspect ratio with 0o

cone angle, have a radius as small as possible with well-de�ned and repro-
ducible molecular structure, and be mechanically and chemically robust such
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that it retains its structure while imaging in air or uid environments. Carbon
nanotubes are the only known material that can satisfy all of these criteria,
and thus have the potential to create ideal probes for AFM imaging. For
example, nanotubes have exceptional mechanical properties. Recent calcu-
lations [73] and experimental measurements [4,5,63] of SWNT and MWNT
Young's moduli yield values ranging 1-2 TPa, demonstrating that nanotubes
are sti�er than any other known material. The extremely high Young's modu-
lus of nanotubes is critical to the creation of high aspect ratio, sub-nanometer
radius tips with high resolution{ if the modulus were signi�cantly smaller,
the amplitude of thermal vibrations would degrade the resolution of tips. In
addition, carbon nanotubes buckle elastically under large loads unlike con-
ventional materials which either fracture or plastically deform. Experimental
studies in which nanotubes were used as AFM tips [74] and others which mea-
sured the deection of nanotubes pinned at one end to a surface [5] revealed
that the buckling is elastic. Both types of experiments demonstrated that
nanotubes can be bent close to 90-degrees many times without observable
damage, and thus should be highly robust probes for AFM imaging.

4.1 Mechanical Assembly of Nanotube Tips

In the �rst demonstration of carbon nanotube AFM tips, Dai et al. [74]
manually attached MWNTs to the pyramids of conventional tips. In this
process, micromanipulators are used to control the positions of a commer-
cial cantilever-tip assembly and nanotubes while viewing in an optical micro-
scope. Micromanipulators allow the fabrication of nanotube tips that are well
aligned for AFM imaging; that is, they are parallel to the tip axis and there-
fore perpendicular to the sample surface. However, the attached nanotube
tips are typically too long to permit high-resolution imaging. The vibration
amplitude at the end of the tip, Xtip, can be readily estimated by equat-
ing 1

2kBT with the potential energy of the fundamental bending mode. This
yields

Xtip =

r
4kBTL3

3�Er4
(4)

where kB is Boltzmann's constant, T is the temperature in Kelvin, L is the
length, E is the Young's modulus and r is the radius of the nanotube tip.
The length of a nanotube tip can be decreased to reduce the amplitude of
vibration to a level where it does not a�ect resolution by electrical etching
on a conductive surface [74,75].

Mechanically assembled MWNT tips have demonstrated several impor-
tant features. First, the high aspect ratio of the tips enabled more accurate
images of structures with steep sidewalls such as silicon trenches [74]. Second,
these studies revealed that tip-sample adhesion could be greatly reduced due



Scanning Probe Microscopies 203

to the small size and cylindrical geometry of the nanotube [74,75], which al-
lows imaging at lower cantilever energies. Third, they clearly demonstrated
the elastic buckling property of nanotubes, and thus their robustness.

However, MWNT tips were found to provide only a modest improvement
in resolution compared with standard silicon tips when imaging isolated amy-
loid �brils [76]. The clear route to higher resolution is to use SWNTs, since
they typically have 0.5-2 nm radii. Unfortunately, bulk SWNT material con-
sists of bundles approximately 10 nm wide containing up to hundreds of nan-
otubes each, and thus cannot provide enhanced resolution unless single tubes
or small numbers of tubes are exposed at the bundle ends. Wong et al. [77,78]
attached these bundles to silicon AFM tips, and adjusted their lengths by the
electrical etching procedure described above for optimal imaging. This etch-
ing process was found to occasionally produce very high-resolution tips that
likely resulted from the exposure of only a small number of SWNTs at the
apex. It was not possible in these studies to prepare individual SWNT tips
for imaging.

The mechanical assembly production method is conceptually straightfor-
ward but also has several limitations. First, it inherently leads to the selection
of thick bundles of nanotubes since these are easiest to observe in the optical
microscope. Recently, Nishijima et al. [79] mechanically assembled nanotube
tips inside a scanning electron microscope (SEM). The use of a SEM still lim-
its assembly to nanotube bundles or individual tubes with diameters greater
than 5-10 nm, and moreover, increases greatly the time required to make one
tip. Second, well-de�ned and reproducible tip etching procedures designed to
expose individual SWNTs at the tip apex do not exist. Third, a relatively
long time is required to attach each nanotube to an existing cantilever. This
not only inhibits carrying out the research needed to develop these tips, but
also precludes mass production required for general usage.

4.2 CVD Growth of Nanotube Tips

All of the problems associated with mechanical assembly potentially can be
solved by direct growth of nanotubes onto AFM tips by catalytic chemical
vapor deposition (CVD). In the CVD synthesis of carbon nanotubes, metal
catalyst particles are heated in a gas mixture containing hydrocarbon or CO.
The gas molecules dissociate on the metal surface and carbon is adsorbed into
the catalyst particle. When this carbon precipitates, it nucleates a nanotube
of similar diameter to the catalyst particle. Hence, CVD allows control over
nanotube size and structure including the production of SWNTs [80], with
radii as low as 4 angstroms [81].

The central issues in the growth of nanotube AFM tips by CVD are (1)
how to align the nanotubes at the tip such that they are well positioned
for imaging and (2) how to ensure there is only one nanotube or nanotube
bundle at the tip apex. Two approaches [68,69] for CVD nanotube tip growth
have been developed (Fig. 20). First, Hafner et al. [68] grew nanotube tips
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Fig. 20. CVD nanotube tip growth methods. The left panel illustrates pore growth.
(top) The SEM image shows a attened, porous AFM tip with a MWNT protruding
from the attened area. Scale bar is 1 �m. (bottom) The TEM image demonstrates
that the tip consists of a thin, single MWNT. Scale bar is 20 nm. The right panel
illustrates the surface growth technique. (top) The SEM image demonstrates that
nanotubes are steered towards the tip. Scale bar is 100 nm. (bottom) The TEM
image reveals that there is an individual SWNT at the tip. Scale bar is 10 nm [68,69]

by CVD from pores created in silicon tips. Electron microscopy revealed
that MWNTs grew from pores in the optimal orientation for imaging in
these initial studies. These \pore-growth" CVD nanotube tips were shown
to exhibit the favorable mechanical and adhesion properties found earlier
with manually assembled nanotube tips. In addition, the ability to produce
thin, individual nanotube tips has enabled improved resolution imaging [68]
of isolated proteins. More recent studies of the pore-growth nanotube tips
by Cheung et al. [82] have focused on well-de�ned iron oxide nanocrystals as
catalysts. This e�ort has enabled the controlled growth of thin SWNT bundles
1-3 nm in diameter from pores made at the silicon tip ends. The pore-growth
method has demonstrated the great potential of CVD to produce controlled
diameter nanotube tips, although it still has some limitations. In particular,
the preparation of a porous layer can be time consuming and may not place
individual SWNTs at the optimal location on the attened apex.

In a second approach, Hafner et al. [69] grew CVD SWNTs directly from
the pyramids of silicon cantilever-tip assemblies. The \surface growth" ap-
proach has exploited the trade-o� between the energy gain of the nanotube-
surface interaction and energy cost to bend nanotubes to grow SWNTs from
the silicon pyramid apex in the ideal orientation for high resolution imaging.
Speci�cally, when a growing nanotube reaches an edge of a pyramid, it can
either bend to align with the edge or protrude from the surface. The pathway
followed by the nanotube is determined by a trade-o� in the energetic terms
introduced above: if the energy required to bend the tube and follow the edge
is less than the attractive nanotube-surface energy, then the nanotube will
follow the pyramid edge to the apex; that is, nanotubes are steered towards
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the tip apex by the pyramid edges. At the apex, the nanotube must protrude
along the tip axis since the energetic cost of bending is too high. This steering
of nanotubes to the pyramid apex has been demonstrated experimentally [69].
For example, SEM investigations of nanotube tips produced by the surface
growth method show that a very high yield of tips contain nanotubes only
at the apex, with very few protruding elsewhere from the pyramid. TEM
analysis has demonstrated that tips consist of individual SWNTs and small
SWNT bundles. In the case of the small SWNT bundles, the TEM images
show that the bundles are formed by nanotubes coming together from dif-
ferent edges of the pyramid to join at the apex, thus con�rming the surface
growth model described above [69]. The surface-growth approach is also im-
portant since it provides a conceptual and practical framework for preparing
individual SWNT tips by lowering the catalyst density on the surface such
that only 1 nanotube reaches the apex [83].

The synthesis of carbon nanotube AFM tips by CVD clearly resolves
the major limitations of nanotube tips that arise from the manual assembly
method. Rather than requiring tedious mircomanipulation for each tip, it is
possible to envision production of an entire wafer of SWNT tips. In addition
to ease of production, CVD yields thin, individual SWNT tips that cannot
be made by other techniques and represent perhaps the ultimate AFM probe
for high-resolution, high aspect ratio imaging.

4.3 Resolution of Nanotube Probes

The high-resolution capabilities of nanotube tips have been evaluated us-
ing 5.7 nm diameter gold nanoparticle imaging standards. These are good
standards due to their well-de�ned shape and size, and their incompressibil-
ity [84]. The e�ective tip radius can be calculated from particle images using
a two-sphere model [85]. Mechanically assembled MWNT tips typically have
shown radii as small as 6 nm, which is expected for the size of arc-produced
MWNT material [76]. Manually assembled SWNT tips are composed of thick
SWNT bundles made from 1.4 nm nanotubes. The etching procedure can pro-
duce high resolution on gold nanoparticles, down to 3.4 nm radius [76,77],
although more often the resolution is lower. Pore-growth CVD MWNT have
radii ranging 3-6 nm when measured from gold nanoparticle images [68],
which is better resolution than manually assembled tips because they are
relatively thin and always consist of individual nanotubes. Both the pore-
growth [82] and surface growth [69,83] SWNT bundles have shown tip radii
of less than 4 nm, reecting the very thin SWNT bundle or individual SWNT
tip structures possible with these methods. These results are summarized in
Table 1.

Another signi�cant point regarding nanotube tips is that the range of
tip radii measured by AFM has agreed with the range measured by TEM.
These results demonstrate that the imaging has been carried out with well-
de�ned probes, which should be amenable to tip deconvolution techniques.



206 Odom, Hafner, Lieber

Table 1. Radius of curvature for di�erently prepared nanotube tips

Nanotube Type Tip Radius

Mech. Assembled MWNT > 6 nm

Mech. Assembled SWNT > 3.5 nm

Pore Growth MWNT 3.5-6 nm

Pore Growth SWNT 2-4 nm

Surface Growth SWNT 2-4 nm

Low Density Surface Growth < 2 nm

Lastly, the levels of resolution achieved with the nanotubes obtained on gold
nanoparticles nearly 6 nm in height, rather than on 1-2 nm features which at
times indicate high resolution with tenuous asperities on microfabricated Si
and Si3N4 tips.

4.4 Applications in Structural Biology

To determine the potential of nanotube tips in structural biology, DNA and
several well-characterized proteins have been imaged. DNA was imaged by
manually assembled MWNT tips in air [79] and in uid [86]. The uid imaging
experiments produced a measured height of 2 nm, the expected value based
on the intrinsic DNA diameter, and the resolution in these studies was on
the order of 3.5 to 5 nm. These values for the resolution are consistent with
that expected for multiwalled nanotube material, but are also similar to the
best values observed with microfabricated tips [87,72].

Studies of isolated proteins provide a more stringent test of the capabilities
of probe tips, and demonstrate clearly the advantages of nanotube tips. Pore-
growth MWNT CVD tips have been used to image isolated immunoglobulin-
M (IgM) antibody proteins [68]. IgM is a ca. 1 MDa antibody protein with
a pentameric structure. It has not been crystallized for X-ray di�raction,
but electron microscopy has elucidated the basic features of the pentameric
structure [88]. Room temperature studies with pore-growth CVD MWNT
nanotube tips [68] have clearly shown the pentameric structure, including �ve
external pairs of antigen binding fragments (Fab domains) and �ve internal
Fc fragments (Fig. 21).

In addition, these images occasionally exhibited a structure connecting
two of the �ve Fc domains that could correspond to the joining (J) loop [68].
Because the exact structure of this region is still unclear [88], these investiga-
tions have shown the potential of nanotube probes to reveal new structural
features on large proteins that cannot be crystallized for di�raction studies.

The resolution of the smaller diameter CVD SWNT tips has been fur-
ther tested in studies of a smaller protein, GroES, which is a component of
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Fig. 21. Images of
immunoglobulin-M taken
by CVD MWNT tips. Many
IgM molecules are seen in
various conformations due
to their inherent exibility.
Scale bar is 100 nm. The
inset shows an example of a
well-oriented IgM molecule
with the potential J-loop
structure highlighted by the
white arrow. Scale bar is 10
nm [68]

.

the GroEL/GroES chaperoning system. GroES is a hollow dome shaped hep-
tamer that is approximately 8 nm in outer diameter [89]. The seven 10 kD
subunits each consist of a core b-barrel with a b-hairpin loop at the top and
bottom. The top b-hairpins point inward to form the top of the dome, while
the bottom hairpins are disordered when not in contact with GroEL [90].
CVD SWNT tip images of individual, well-separated GroES molecules on
mica [82] reveal that it is possible to resolve the seven-fold symmetry [90] as
shown in Fig. 22. These results have demonstrated clearly the ability of the
present CVD nanotube tips to achieve sub-molecular resolution on isolated
protein systems.

4.5 Applications in Chemical Force Microscopy and Force
Spectroscopy

In chemical force microscopy (CFM), the AFM tip is modi�ed with speci�c
chemical functional groups [91]. This enables the tip to generate contrast
dependent on the chemical properties of the sample from the friction sig-
nal in contact mode or the phase lag signal in tapping mode simultaneously
with topography [92]. Functionalized tips have also been employed in force
spectroscopy. In this mode of operation the tip is brought into contact with a
surface, then retracted. The forces applied to the tip during retraction are due
to the interactions of tip and sample molecules. Force spectroscopy has been
used to measure a variety of interactions including the intermolecular ad-
hesion between fundamental chemical groups [91,93{95,97], the unfolding of
protein molecules [98], antigen-antibody interactions [99], and DNA stretch-
ing and unbinding [96].
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Fig. 22. GroES images taken by CVD SWNT tips. (a) A �eld of many GroES are
shown, some displaying the pore side and some displaying the dome. Scale bar is 50
nm. (b) A high resolution image showing the heptameric structure. (c) The crystal
structure for (b) is shown for comparison. [82] Scale bar in (b) and (c) is 5 nm
.

Despite the progress made in chemically sensitive imaging and force spec-
troscopy using silicon and silicon nitride tips, these probes have important
limitations. First, the tips have a large radius of curvature making it di�cult
to control the number of active tip molecules and limiting the lateral resolu-
tion. Second, the orientation and often the spatial location of the attached
molecules cannot be controlled, leading to uncertainty in the reaction coordi-
nate for force spectroscopy, and increased non-speci�c interactions. Carbon
nanotube tips can overcome these limitations. They have small radii of curva-
ture for higher resolution and can be speci�cally modi�ed only at their very
ends, creating fewer active molecular sites localized in a relatively controlled
orientation. Modi�ed SWNT tips could lead to subnanometer resolution in
chemical contrast and binding site recognition.

Nanotube tips etched in air are expected to have carboxyl groups at their
ends based on bulk studies of oxidized nanotubes [100], although conventional
analytical techniques have insu�cient sensitivity to observe this for isolated
tubes. Chemical species present at the ends of nanotube tips can be studied
with great sensitivity by measuring the adhesion of a nanotube tip on chem-
ically well-de�ned self assembled monolayers (SAMs). Wong et al. [75,78]
demonstrated the presence of carboxyl groups at the open ends of manually
assembled MWNT and SWNT tips by measuring force titrations as shown
in Fig. 23. In the force titration, the adhesion force between a nanotube tip
and a SAM surface terminating in hydroxyl groups is recorded as a function
of solution pH, thus e�ectively titrating ionizable groups on the tip [96,97].
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Fig. 23. Chemically-modi�ed nanotube tips. (a) Schematic diagram of the bond
con�guration of -COOH and amine functionalization. (b) Force titration data shows
the expected adhesion dependence on pH for basic (N), acidic (�) , and neutral (�)
tip functionality [75]

Signi�cantly, force titrations recorded between pH 2 and 9 with MWNT and
SWNT tips were shown to exhibit well-de�ned drops in the adhesion force at
ca. pH 4.5 that are characteristic of the deprotonation of a carboxylic acid.

Wong et al. [75,78] also modi�ed assembled SWNT and MWNT bundle
tips' organic and biological functionality by coupling organic amines to form
amide bonds as outlined in Fig. 23a. Nanotube tips modi�ed with benzy-
lamine, which exposes nonionizable, hydrophobic functional groups at the
tip end, yielded the expected pH-independent interaction force on hydroxyl-
terminated monolayers (Fig. 23). Moreover, force titrations with ethylene
diamine-modi�ed tips exhibit no adhesion at low pH and �nite adhesion
above pH 7 (Fig. 23b), consistent with our expectations for exposed basic
amine functionality that is protonated and charged at low pH and neutral at
high pH.

Covalent reactions localized at nanotube tip ends represent a powerful
strategy for modifying the functionality of the probe. However, the linking
atoms that connect the tip and active group introduce conformational ex-
ibility that may reduce the ultimate resolution. In an e�ort to develop a
chemically sensitive probe without conformation exibility, Wong et al. [101]
explored the modi�cation of the tips during the electrical etching process in
the presence of O2, H2, or N2. Signi�cantly, force titrations carried out on
tips modi�ed in O2, N2 and H2 exhibited behavior consistent with the incor-
poration of acidic, basic and hydrophobic functionality, respectively, at the
tip ends.

Wong et al. [75,78] used functionalized nanotube probes obtain chemi-
cally sensitive images of patterned monolayer and bilayer samples [75,78].
Tapping mode images recorded with -COOH and benzyl terminated tips ex-
hibit greater phase lag on the -COOH and -CH3 sample regions, respectively.
The \chemical resolution" of functionalized manually assembled MWNT and
SWNT tips was tested on partial lipid bilayers [78]. Signi�cantly, these stud-
ies showed that an assembled SWNT tip could detect variations in chemical
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functionality with resolution down to 3 nm, which is the same as the best
structural resolution obtained with this type of tip. This resolution should
improve with CVD SWNT tips, and recent studies bear this idea out [102].

Lastly, modi�ed nanotube probes have been used to study ligand-receptor
binding/unbinding with control of orientation, and to map the position of
ligand-receptor binding sites in proteins and on cell surfaces with nanometer
or better resolution. To illustrate this point, Wong et al. [75] examined the
biotin-streptavidin interaction, which is a model ligand-receptor system that
has been widely studied [105]. Biotin-modi�ed nanotube tips were used to
probe the receptor binding site on immobilized streptavidin as shown in Fig.
24a [75]. Force spectroscopy measurements show well-de�ned binding force

Fig. 24. Nanotube tips in force spectroscopy. (a) Nanotube tips are functionalized
with biotin and their adhesion is studied against a surface coated with streptavidin.
(b) The quantized adhesion measurements indicate that single and double biotin-
streptavidin binding events are being observed [75]

quanta of ca. 200 pN per biotin-steptavidin pair (Fig. 24b). A key feature of
these results compared to previous work [103,104], which relied on nonspeci�c
attachment of biotin to lower resolution tips, is the demonstration that a
single active ligand can be localized at the end of a nanotube tip using well-
de�ned covalent chemistry. With the current availability of individual SWNT
tip via surface CVD growth, it is now possible to consider the direct mapping
of ligand binding sites for a wide range of proteins.

5 Conclusions

Scanning probe microscopies have contributed signi�cantly to understand-
ing a wide range of properties of carbon nanotubes. STM and spectroscopy
have been used to characterize the atomic structure and tunneling density of
states of individual SWNTs and SWNT ropes. Studies of defect-free SWNTs
have demonstrated semiconducting and metallic behavior that depends pre-
dictably on helicity and diameter. STM and spectroscopy measurements have



Scanning Probe Microscopies 211

de�ned the 1D VHS in the DOS for both metallic and semiconducting tubes,
and comparisons to tight-binding calculations have shown good agreement
with �-only calculations. Deviations from \simple" �-only models also sug-
gest that further work will be necessary to understand fully how tube-tube
interactions, which can produce broken symmetry, and curvature e�ects per-
turb the electronic structure of SWNTs. STM has also been used to char-
acterize local structure and electronic properties of SWNT bends and ends.
These studies have shown the presence of sharp spectroscopic features that
in many cases can be understood well using �-only models, although more
subtle features, which may reect electron scattering, will require more de-
tailed experimental and theoretical focus to unravel. The characterization of
electronic features at SWNT ends also has implications to understanding and
developing the chemical reactivity of this material and to e�ciently couple
nanotubes for electron transport. In addition, STM has been used to probe
the electronic properties of �nite length nanotubes. These studies show that
it is possible to access readily a regime of \0D" behavior{where �nite length
produces quantization along the tube axis. These results suggest a number
of future opportunities to probe, for example, connections between extended
and molecular systems.

AFM has also proven to be a valuable tool for assessing the mechanical
properties of nanotubes and for manipulating nanotubes into new structures.
AFM has been used to assess fundamental energetics of nanotube-surface in-
teractions and the frictional properties as nanotubes are slid and/or rolled
on surfaces. The high force sensitivity of AFM has also been exploited to
assess the Young's modulus of nanotubes and to determine the bending and
tensile strengths of MWNTs and SWNTs, respectively. In addition, AFM has
been exploited as a tool for positioning nanotube precisely to form nanoscale
electronic devices. Lastly, carbon nanotubes have been used as novel probe
microscopy tips. CVD methods have been demonstrated to produce well-
de�ned MWNT and SWNT tips in an orientation optimal for imaging. AFM
studies using these nanotube tips have demonstrated their robustness and
high resolution. This new generation of probes has demonstrated ultrahigh
resolution and chemically sensitive imaging capabilities, and is expected to
have a signi�cant impact on nanoscale research in Biology, Chemistry and
Physics. As one looks to the future, we believe that probe microscopy studies
of and with nanotubes will be rewarded with answers to many fundamen-
tal scienti�c problems, and moreover, will push many emerging concepts in
nanotechnologies.
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Abstract. The optical properties and the resonance Raman spectroscopy of single
wall carbon nanotubes are reviewed. Because of the unique van Hove singulari-
ties in the electronic density of states, resonant Raman spectroscopy has provided
diameter-selective observation of carbon nanotubes from a sample containing nan-
otubes with di�erent diameters. The electronic and phonon structure of single wall
carbon nanotubes are reviewed, based on both theoretical considerations and spec-
troscopic measurements.
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1 Introduction

The quantum properties of single wall carbon nanotubes (SWNTs) depend
on the diameter and chirality, which is de�ned by the indices (n;m)[1,2]. Chi-
rality is a term used to specify a nanotube structure, which does not have
mirror symmetry. The synthesis of a SWNT sample with a single chirality is
an ultimate objective for carbon nanotube physics and material science re-
search, but this is still di�cult to achieve with present synthesis techniques.
On the other hand, the diameter of SWNTs can now be controlled signi�-
cantly by changing the furnace growth temperature and catalysts [3{6]. Thus,
a mixture of SWNTs with di�erent chiralities, but with a small range of nan-
otube diameters is the best sample that can be presently obtained. Resonance
Raman spectroscopy provides a powerful tool to investigate the geometry of
SWNTs for such samples and we show here that metallic and semiconducting
carbon nanotubes can be separately observed in the resonant Raman signal.

In this chapter, we �rst review theoretical issues concerning the electron
and phonon properties of a single walled carbon nanotube. We then describe
the electronic and phonon density of states of SWNTs. In order to discuss
resonant Raman experiments, we make a plot of the possible energies of
optical transitions as a function of the diameter of SWNTs.

Then we review experimental issues concerning the diameter-controlled
synthesis of SWNTs and Raman spectroscopy by many laser frequencies.
The optical absorption measurements of SWNTs are in good agreement with
the theoretical results.

2 Theoretical Issues

2.1 Electronic Structure and Density of States of SWNTs

The electronic structure of carbon nanotubes is unique in solid state physics
in the sense that carbon nanotubes can be either semiconducting or metallic,
depending on their diameter and chirality [1,2]. The phonon properties are
also remarkable, showing unique one-dimensional (1D) behavior and special
characteristics related to the cylindrical lattice geometry, such as the radial
breathing mode (RBM) properties and the special twist acoustic mode which
is unique among 1D phonon subbands.

Using the simple tight-binding method and pair-wise atomic force con-
stant models, we can derive the electronic and phonon structure, respectively.
These models provide good approximations for understanding the experimen-
tal results for SWNTs.

We now introduce the basic de�nitions of the carbon nanotube structure
and of the calculated electronic and phonon energy bands with their special
density of states (DOS). The structure of a SWNT is speci�ed by the chiral
vector Ch

Ch = na1 +ma2 � (n;m); (1)
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Fig. 1. The unrolled honeycomb lattice of
a nanotube. When we connect sites O and
A, and sites B and B0, a nanotube can be

constructed.
�!

OA and
�!

OB de�ne the chi-
ral vector Ch and the translational vector
T of the nanotube, respectively. The rect-
angle OAB0B de�nes the unit cell for the
nanotube. The �gure is constructed for an
(n;m) = (4; 2) nanotube [2]

where a1 and a2 are unit vectors of the hexagonal lattice shown in Fig. 1.
The vector Ch connects two crystallographically equivalent sites O and A on
a two-dimensional (2D) graphene sheet, where a carbon atom is located at
each vertex of the honeycomb structure [7]. When we join the line AB0 to
the parallel line OB in Fig. 1, we get a seamlessly joined SWNT classi�ed by
the integers (n;m), since the parallel lines AB0 and OB cross the honeycomb
lattice at equivalent points. There are only two kinds of SWNTs which have
mirror symmetry: zigzag nanotubes (n; 0), and armchair nanotubes (n; n).
The other nanotubes are called chiral nanotubes, and they have axial chi-
ral symmetry. The general chiral nanotube has chemical bonds that are not
parallel to the nanotube axis, denoted by the chiral angle � in Fig. 1. Here
the direction of the nanotube axis corresponds to OB in Fig. 1. The zigzag,
armchair and chiral nanotubes correspond, respectively, to � = 0�, � = 30�,
and 0 � j�j � 30�. In a zigzag or an armchair nanotube, respectively, one of
three chemical bonds from a carbon atom is parallel or perpendicular to the
nanotube axis.

The diameter of a (n;m) nanotube dt is given by

dt = Ch=� =
p
3aC�C(m2 +mn+ n2)1=2=� (2)

where aC�C is the nearest-neighbor C{C distance (1.42�A in graphite), and
Ch is the length of the chiral vector Ch. The chiral angle � is given by

� = tan�1[
p
3m=(m+ 2n)]: (3)

The 1D electronic density of states is given by the energy dispersion of
carbon nanotubes which is obtained by zone folding of the 2D energy dis-
persion relations of graphite. Hereafter we only consider the valence � and
the conduction �� energy bands of graphite and nanotubes. The 2D energy
dispersion relations of graphite are calculated [2] by solving the eigenvalue
problem for a (2 � 2) Hamiltonian H and a (2 � 2) overlap integral matrix
S, associated with the two inequivalent carbon atoms in 2D graphite,

H =

�
�2p �0f(k)

�0f(k)� �2p

�
and S =

0
@ 1 sf(k)

sf(k)� 1

1
A ; (4)
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where �2p is the site energy of the 2p atomic orbital and

f(k) = eikxa=
p
3 + 2e�ikxa=2

p
3 cos

kya

2
; (5)

where a = ja1j = ja2j =
p
3aC�C. Solution of the secular equation det(H �

ES) = 0 implied by Eq. (4) leads to the eigenvalues

E�g2D(k) =
�2p � 0w(k)

1� sw(k)
(6)

for the C-C transfer energy 0 > 0, where s denotes the overlap of the elec-
tronic wave function on adjacent sites, and E+ and E� correspond to the
�� and the � energy bands, respectively. Here we conventionally use 0 as a
positive value. The function w(k) in Eq. (6) is given by

w(k) =
pjf(k)j2 =

s
1 + 4 cos

p
3kxa

2
cos

kya

2
+ 4 cos2

kya

2
: (7)

In Fig. 2 we plot the electronic energy dispersion relations for 2D graphite as
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Fig. 2. The energy dispersion relations for 2D graphite with 0 =
3:013 eV, s = 0:129 and �2p = 0 in Eq. (6) are shown throughout the
whole region of the Brillouin zone. The inset shows the energy disper-
sion along the high symmetry lines between the � , M , and K points.
The valence � band (lower part) and the conduction �� band (upper
part) are degenerate at the K points in the hexagonal Brillouin zone
which corresponds to the Fermi energy [2]

a function of the two-dimensional wave vector k in the hexagonal Brillouin
zone in which we adopt the parameters 0 = 3:013 eV, s = 0:129 and �2p = 0
so as to �t both the �rst principles calculation of the energy bands of 2D
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Fig. 3. Contour plot of the 2D electronic
energy of graphite with s = 0 and �2p = 0
in Eq. (6). The equi-energy lines are cir-
cles near the K point and near the cen-
ter of the hexagonal Brillouin zone, but
are straight lines which connect nearest
M points. Adjacent lines correspond to
changes in height (energy) of 0.10 and the
energy value for the K, M and � points
are 0, 0 and 30, respectively. It is useful
to note the coordinates of high symmetry
points: K = (0; 4�=3a), M = (2�=

p
3a; 0)

and � = (0; 0), where a is the lattice con-
stant of the 2D sheet of graphite [11]

turbostratic graphite [8,9] and experimental data. [2,10]. The corresponding
energy contour plot of the 2D energy bands of graphite with s = 0 and �2p = 0
is shown in Fig. 3. The Fermi energy corresponds to E = 0 at the K points.

Near theK-point at the corner of the hexagonal Brillouin zone of graphite,
w(k) has a linear dependence on k � jkj measured from the K point as

w(k) =

p
3

2
ka+ : : : ; for ka� 1: (8)

Thus, the expansion of Eq. (6) for small k yields

E�g2D(k) = �2p � (0 � s�2p)w(k) + : : : ; (9)

so that in this approximation, the valence and conduction bands are symmet-
ric near the K point, independent of the value of s. When we adopt �2p = 0
and take s = 0 for Eq. (6), and assume a linear k approximation for w(k), we
get the linear dispersion relations for graphite given by [12,13]

E(k) = �
p
3

2
0ka = �3

2
0kaC�C: (10)

If the physical phenomena under consideration only involve small k vectors,
it is convenient to use Eq. (10) for interpreting experimental results relevant
to such phenomena.

The 1D energy dispersion relations of a SWNT are given by

E�� (k) = E�g2D

�
k
K2

jK2j + �K1

�
;�

��
T
< k <

�

T
; and � = 1; � � � ; N

�
;

(11)

where T is the magnitude of the translational vector T, k is a 1D wave
vector along the nanotube axis, and N denotes the number of hexagons of
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the graphite honeycomb lattice that lie within the nanotube unit cell (see
Fig. 1). T and N are given, respectively, by

T =

p
3Ch
dR

=

p
3�dt
dR

; and N =
2(n2 +m2 + nm)

dR
: (12)

Here dR is the greatest common divisor of (2n + m) and (2m + n) for a
(n;m) nanotube [2,14]. Further K1 and K2 denote, respectively, a discrete
unit wave vector along the circumferential direction, and a reciprocal lattice
vector along the nanotube axis direction, which for a (n;m) nanotube are
given by

K1 = f(2n+m)b1 + (2m+ n)b2g=NdR and
K2 = (mb1 � nb2)=N;

(13)

where b1 and b2 are the reciprocal lattice vectors of 2D graphite and are
given in x; y coordinates by

b1 =

�
1p
3
; 1

�
2�

a
; b2 =

�
1p
3
;�1

�
2�

a
: (14)

The periodic boundary condition for a carbon nanotube (n;m) gives N
discrete k values in the circumferential direction. The N pairs of energy
dispersion curves given by Eq. (11) correspond to the cross sections of the
two-dimensional energy dispersion surface shown in Fig. 2, where cuts are
made on the lines of kK2=jK2j + �K1. In Fig. 4 several cutting lines near
one of the K points are shown. The separation between two adjacent lines
and the length of the cutting lines are given by the K1 and K2 vectors of
Eq. (13), respectively, whose lengths are given by

jK1j = 2

dt
; and jK2j = 2�

T
=

2dRp
3dt

: (15)

If, for a particular (n;m) nanotube, the cutting line passes through a K
point of the 2D Brillouin zone (Fig. 4 (a)), where the � and �� energy bands
of two-dimensional graphite are degenerate (Fig. 2) by symmetry, then the
one-dimensional energy bands have a zero energy gap. Since the degenerate
point corresponds to the Fermi energy, and the density of states are �nite
as shown below, SWNTs with a zero band gap are metallic. When the K
point is located between two cutting lines, the K point is always located in a
position one-third of the distance between two adjacent K1 lines (Fig. 4 (b))
[14] and thus a semiconducting nanotube with a �nite energy gap appears.
The rule for being either a metallic or a semiconducting carbon nanotube is,
respectively, that n�m = 3q or n�m 6= 3q, where q is an integer [2,8,15{17].
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dimensional carbon nanotubes is
shown in the two-dimensional Bril-
louin zone of graphite (hexagon) as
bold lines for (a) metallic and (b)
semiconducting carbon nanotubes.
In the direction of K1, discrete
k values are obtained by periodic
boundary conditions for the cir-
cumferential direction of the carbon
nanotubes, while in the direction of
the K2 vector, continuous k vectors
are shown in the one-dimensional
Brillouin zone. (a) For metallic nan-
otubes, the bold line intersects a K
point (corner of the hexagon) at the
Fermi energy of graphite. (b) For
the semiconductor nanotubes, the
K point always appears one-third
of the distance between two bold
lines. It is noted that only a few of
the N bold lines are shown near the
indicated K point. For each bold
line, there is an energy minimum
(or maximum) in the valence and
conduction energy subbands, giv-
ing rise to the energy di�erences
Epp(dt)

The 1D density of states (DOS) in units of states/C-atom/eV is calculated
by

D(E) =
T

2�N

X
�

NX
�=1

Z
1���dE�� (k)dk

����(E
�
� (k)�E)dE; (16)

where the summation is taken for the N conduction (+) and valence (�)
1D bands. Since the energy dispersion near the Fermi energy [Eq. (10)] is
linear, the density of states of metallic nanotubes is constant at the Fermi
energy: D(EF) = a=(2�20dt), and is inversely proportional to the diameter
of the nanotube. It is noted that we always have two cutting lines (1D energy
bands) at the two equivalent symmetry points K and K 0 in the 2D Brillouin
zone in Fig. 3. The integrated value of D(E) for the energy region of E�(k) is
2 for any (n;m) nanotube, which includes the plus and minus signs of Eg2D
and the spin degeneracy.

It is clear from Eq. (16) that the density of states becomes large when the
energy dispersion relation becomes at as a function of k. One-dimensional
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van Hove singularities (vHs) in the DOS, which are known to be proportional
to (E2 �E2

0)
�1=2 at both the energy minima and maxima (�E0) of the dis-

persion relations for carbon nanotubes, are important for determining many
solid state properties of carbon nanotubes, such as the spectra observed by
scanning tunneling spectroscopy (STS), [18{22], optical absorption [4,23,24],
and resonant Raman spectroscopy [25{29].

The one-dimensional vHs of SWNTs near the Fermi energy come from
the energy dispersion along the bold lines in Fig. 4 near the K point of the
Brillouin zone of 2D graphite. Within the linear k approximation for the
energy dispersion relations of graphite given by Eq. (10), the energy contour
as shown in Fig. 3 around the K point is circular and thus the energy minima
of the 1D energy dispersion relations are located at the closest positions to the
K point. Using the small k approximation of Eq. (10), the energy di�erences
EM
11 (dt) and E

S
11(dt) for metallic and semiconducting nanotubes between the

highest-lying valence band singularity and the lowest-lying conduction band
singularity in the 1D electronic density of states curves are expressed by
substituting for k the values of jK1j of Eq.(15) for metallic nanotubes and
of jK1=3j and j2K1=3j for semiconducting nanotubes, respectively, [30,31] as
follows:

EM
11 (dt) = 6aC�C0=dt and ES

11(dt) = 2aC�C0=dt: (17)

When we use the number p (p = 1; 2; : : : ) to denote the order of the valence
� and conduction �� energy bands symmetrically located with respect to
the Fermi energy, optical transitions Epp0 from the p-th valence band to
the p0-th conduction band occur in accordance with the selection rules of
�p = 0 and �p = �1 for parallel and perpendicular polarizations of the
electric �eld with respect to the nanotube axis, respectively [23]. However,
in the case of perpendicular polarization, the optical transition is suppressed
by the depolarization e�ect [23], and thus hereafter we only consider the
optical absorption of �p = 0. For mixed samples containing both metallic and
semiconducting carbon nanotubes with similar diameters, optical transitions
may appear with the following energies, starting from the lowest energy,
ES
11(dt), 2E

S
11(dt), E

M
11 (dt), 4E

S
11(dt), : : : ,.

In Fig. 5, both ES
pp(dt) and E

M
pp (dt) are plotted as a function of nanotube

diameter dt for all chiral angles at a given dt value. [3,4,11]. This plot is very
useful for determining the resonant energy in the resonant Raman spectra
corresponding to a particular nanotube diameter. In this �gure, we use the
values of 0=2.9 eV and s = 0, which explain the experimental observations
discussed in the experimental section.

2.2 Trigonal Warping E�ects in the DOS windows

Within the linear k approximation for the energy dispersion relations of
graphite, Epp of Eq. (17) depends only on the nanotube diameter, dt. How-
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Fig. 5. Calculation of the energy separations Epp(dt) for all (n;m) values as
a function of the nanotube diameter between 0:7 < dt < 3:0 nm (based on the
work of Kataura et al. [3]). The results are based on the tight binding model of
Eqs. (6) and (7), with 0 = 2:9 eV and s = 0. The open and solid circles denote
the peaks of semiconducting and metallic nanotubes, respectively. Squares
denote the Epp(dt) values for zigzag nanotubes which determine the width of
each Epp(dt) curve. Note the points for zero gap metallic nanotubes along the
abscissa [11]

ever, the width of the Epp band in Fig. 5 becomes large with increasing Epp
[11].

When the value of jK1j = 2=dt is large, which corresponds to smaller
values of dt, the linear dispersion approximation is no longer correct. When
we then plot equi-energy lines near the K point (see Fig. 3), we get circular
contours for small k values near theK andK 0 points in the Brillouin zone, but
for large k values, the equi-energy contour becomes a triangle which connects
the three M points nearest to the K-point (see Fig. 6). The distortion in
Fig. 3 of the equi-energy lines away from the circular contour in materials
with a 3-fold symmetry axis is known as the trigonal warping e�ect.

In metallic nanotubes, the trigonal warping e�ects generally split the DOS
peaks for metallic nanotubes, which come from the two neighboring lines
near the K point (see Fig. 6). For armchair nanotubes as shown in Fig. 6(a),
the two lines are equivalent to each other and the DOS peak energies are
equal, while for zigzag nanotubes, as shown in Fig. 6(b), the two lines are
not equivalent, which gives rise to a splitting of the DOS peak. In a chiral
nanotube the two lines are not equivalent in the reciprocal lattice space, and
thus the splitting values of the DOS peaks are a function of the chiral angle.
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Fig. 6. The trigonal warping e�ect of the van Hove singularities. The three
bold lines near the K point are possible k vectors in the hexagonal Brillouin
zone of graphite for metallic (a) armchair and (b) zigzag carbon nanotubes.
The minimum energy along the neighboring two lines gives the energy positions
of the van Hove singularities

On the other hand, for semiconducting nanotubes, since the value of the
k vectors on the two lines near the K point contribute to di�erent spec-
tra, namely to that of ES

11(dt) and E
S
22(dt), there is no splitting of the DOS

peaks for semiconducting nanotubes. However, the two lines are not equiv-
alent [Fig. 4 (b)], and the ES

22(dt) value is not twice that of ES
11(dt). It is

pointed out here that there are two equivalent K points in the hexagonal
Brillouin zone denoted by K and K 0 as shown in Fig. 4, and the values of
ES
ii(dt) are the same for the K and K 0 points. This is because the K and

K 0 points are related to one another by time reversal symmetry (they are
at opposite corners from each other in the hexagonal Brillouin zone), and
because the chirality of a nanotube is invariant under the time-reversal op-
eration. Thus, the DOS for semiconducting nanotubes will be split if very
strong magnetic �elds are applied in the direction of the nanotube axis.

The peaks in the 1D electronic density of states of the conduction band
measured from the Fermi energy are shown in Fig. 7 for severalmetallic (n;m)
nanotubes, all having about the same diameter dt (from 1.31nm to 1.43nm),
but having di�erent chiral angles: � = 0�, 8.9�, 14.7�, 20.2�, 24.8�, and 30.0�

for nanotubes (18,0), (15,3), (14,5), (13,7), (11.8), and (10,10), respectively.
When we look at the peaks in the 1D DOS as the chiral angle is varied
from the armchair nanotube (10,10) (� = 30�) to the zigzag nanotube (18,0)
(� = 0�) of Fig. 7, the �rst DOS peaks around E = 0:9 eV are split into two
peaks whose separation in energy (width) increases with decreasing chiral
angle.

This theoretical result [11] is important in the sense that STS (scanning
tunneling spectroscopy) [22] and resonant Raman spectroscopy experiments
[25,27{29] depend on the chirality of an individual SWNT, and therefore
trigonal warping e�ects should provide experimental information about the
chiral angle of carbon nanotubes. Kim et al. have shown that the DOS of a
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Fig. 7. The 1D electronic density of states vs energy for several metallic nan-
otubes of approximately the same diameter, showing the e�ect of chirality on
the van Hove singularities: (10,10) (armchair), (11,8), (13,7), (14,5), (15,3) and
(18,0) (zigzag). We only show the density of states for the conduction �� bands

(13; 7) metallic nanotube has a splitting of the lowest energy peak in their
STS spectra [22], and this result provides direct evidence for the trigonal
warping e�ect. Further experimental data will be desirable for a systematic
study of this e�ect. Although the chiral angle is directly observed by scanning
tunneling microscopy (STM) [32], corrections to the experimental observa-
tions are necessary to account for the e�ect of the tip size and shape and
for the deformation of the nanotube by the tip and by the substrate [33].
We expect that the chirality-dependent DOS spectra are insensitive to such
e�ects.

In Fig. 8 the energy dispersion relations of Eq.(6) along the K � � and
K�M directions are plotted. The energies of the van Hove singularities cor-
responding to the lowest 1D energy level are plotted for metallic (open cir-
cles) and semiconducting (closed circles) zigzag nanotubes (n; 0) by putting
ka = jK1ja and ka = jK1ja=3, respectively. The corresponding energy sep-
aration is plotted in Fig. 5 as solid squares. In the case of (3n + 1; 0) and
(3n � 1; 0) semiconducting zigzag nanotubes, ES

11 comes respectively, from
the K � � and K �M lines, while ES

22 comes from K �M and K � � and
so on. In the case of (3n; 0) metallic zigzag nanotubes, the DOS peaks come
from both K �M and K � � . This systematic rule will be helpful for in-
vestigating the STS spectra in detail. Using Eqs. (7) and (15), the widths of
EM
11 and ES

11, denoted by �EM
11 and �ES

11, respectively, are determined by
the zigzag nanotubes, and are analytically given by

�EM
11 (dt) = 80sin

2

�
a

2dt

�
; �ES

11(dt) = 80sin
2

�
a

6dt

�
: (18)
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Fig. 8. Splitting of the DOS in zigzag nan-
otubes. Two minimum energy positions are
found in the conduction band for zigzag
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Fig. 9. (a) Phonon dispersion relations and (b) phonon density of states
for 2D graphite (left) and for a (10,10) nanotube (right) [35]

Although this trigonal warping e�ect is proportional to (a=dt)
2, the terms

in Eq. (18) are not negligible, since this correction is the leading term in the
expressions for the width �Epp(dt), and the factor 8 before 0 makes this cor-
rection signi�cant in magnitude for dt=1.4nm. For example, E11(dt) is split
by about 0.18 eV for the metallic (18; 0) zigzag nanotube, and this splitting
is large enough to be observable by STS experiments. Although the trigo-
nal warping e�ect is larger for metallic nanotubes than for semiconducting
nanotubes of comparable diameters, the energy di�erence of the third peaks
ES
33(dt) = 80 sin

2(2a=3dt) between the (17; 0) and (19; 0) zigzag nanotubes
is about 0.63 eV, using an average dt value of 1.43 nm, which becomes eas-
ily observable in the experiments. These calculations show that the trigonal
warping e�ect is important for metallic single wall zigzag nanotubes with
diameters dt < 2nm. More direct measurements [22] of the chirality by the
STM technique and of the splitting of the DOS by STS measurements on the
same nanotube would provide very important con�rmation of this prediction.

2.3 Phonon Properties

A general approach for obtaining the phonon dispersion relations of carbon
nanotubes is given by tight binding molecular dynamics (TBMD) calculations
adopted for the nanotube geometry, in which the atomic force potential for
general carbon materials is used [25,34]. Here we use the scaled force constants
from those of 2D graphite [2,14], and we construct a force constant tensor for
a constituent atom of the SWNT so as to satisfy the rotational sum rule for
the force constants [35,36]. Since we have 2N carbon atoms in the unit cell,
the dynamical matrix to be solved becomes a 6N � 6N matrix [35,37].

In Fig. 9 we show the results thus obtained for (a) the phonon dispersion
relations !(k) and (b) the corresponding phonon density of states for 2D
graphite (left) and for a (10,10) armchair nanotube (right). For the 2N = 40
carbon atoms per circumferential strip for the (10,10) nanotube, we have 120
vibrational degrees of freedom, but because of mode degeneracies, there are
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only 66 distinct phonon branches, for which 12 modes are non-degenerate
and 54 are doubly degenerate. The phonon density of states for the (10,10)
nanotube is close to that for 2D graphite, reecting the zone-folded nanotube
phonon dispersion. The same discussion as is used for the electronic structure
can be applied to the van Hove singularity peaks in the phonon density of
states of carbon nanotubes below a frequency of 400 cm�1 which can be
observed in neutron scattering experiments for rope samples.

There are four acoustic modes in a nanotube. The lowest energy acoustic
modes are the transverse acoustic (TA) modes, which are doubly degener-
ate, and have x and y displacements perpendicular to the nanotube z axis.
The next acoustic mode is the \twisting" acoustic mode (TW), which has
�-dependent displacements along the nanotube surface. The highest energy
mode is the longitudinal acoustic (LA) mode whose displacements occur in
the z direction. The sound velocities of the TA, TW, and LA phonons for

a (10,10) carbon nanotube, v
(10;10)
TA , v

(10;10)
TW and v

(10;10)
LA , are estimated as

v
(10;10)
TA =9.42km/s, v

(10;10)
TW = 15:00 km/s, and v

(10;10)
LA =20.35km/s, respec-

tively. The calculated phase velocity of the in-plane TA and LA modes of 2D
graphite are vGTA=15.00km/s and vGLA=21.11km/s, respectively. Since the
TA mode of the nanotube has both an `in-plane' and an `out-of-plane' com-
ponent, the nanotube TA modes are softer than the in-plane TA modes of
2D-graphite. The calculated phase velocity of the out-of-plane TA mode for
2D graphite is almost 0 km/s because of its k2 dependence. The sound veloc-
ities that have been calculated for 2D graphite are similar to those observed
in 3D graphite [10], for which vG3DTA = 12:3km/s and vG3DLA = 21.0km/s. The
discrepancy between the vTA velocity of sound for 2D and 3D graphite comes
from the interlayer interaction between the adjacent graphene sheets.

The strongest low frequency Raman mode for carbon nanotubes is the ra-
dial breathing A1g mode (RBM) whose frequency is calculated to be 165 cm�1

for the (10,10) nanotube. Since this frequency is in the silent region for
graphite and other carbon materials, this A1g mode provides a good marker
for specifying the carbon nanotube geometry. When we plot the A1g fre-
quency as a function of nanotube diameter for (n;m) in the range 8 � n �
10; 0 � m � n, the frequencies are inversely proportional to dt[35,5], within
only a small deviation due to nanotube-nanotube interaction in a nanotube
bundle. Here !(10;10) and d(10;10) are, respectively, the frequency and diame-
ter dt of the (10,10) armchair nanotube, with values of !(10;10)=165cm

�1 and
d(10;10)=1.357nm, respectively. However, when we adopt 0 = 2:90 eV, the
resonant spectra becomes consistent when we take !(10;10) = 177cm�1. As
for the higher frequency Raman modes around 1590 cm�1 (G-band), we see
some dependence on dt, since the frequencies of the higher optical modes can
be obtained from the zone-folded k values in the phonon dispersion relation
of 2D graphite [26].

Using the calculated phonon modes of a SWNT, the Raman intensities of
the modes are calculated within the non-resonant bond polarization theory, in
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which empirical bond polarization parameters are used. [38] The bond param-
eters that we used in this chapter are �k��? = 0:04 �A3, �0k+2�0? = 4:7 �A2,

and �0k � �0? = 4:0 �A2, where � and �0 denote the polarizability parameters

and their derivatives with respect to bond length, respectively. [35] The eigen-
functions for the various vibrational modes are calculated numerically at the
� point (k = 0). When some symmetry-lowering e�ects, such as defects and
�nite size e�ects occur, phonon modes away from the � point are observed in
the Raman spectra. For example, the DOS peaks at 1620 cm�1 related to the
highest energy of the DOS, and some DOS peaks related toM point phonons
can be strong. In general, the lower dimensionality causes a broadening in
the DOS, but the peak positions do not change much. The 1350 cm�1 peaks
(D-band) are known to be defect-related Raman peaks which originate from
K point phonons, and exhibit a resonant behavior [39].

3 Experiment Issues

3.1 Diameter-selective formation of SWNTs

For the experiments described below, SWNTs were prepared by both laser
vaporization and electric arc methods. In the laser vaporization method, the
second harmonic of the Nd:YAG laser pulse is focused on a metal catalyzed
carbon rod located in a quartz tube �lled with 500Torr Ar gas, which is
heated to 1200�C in an electric furnace. The laser-vaporized carbon and
catalyst are transformed in the furnace to a soot containing SWNTs and
nanoparticles containing catalyst species. The diameter distribution of the
SWNTs can be controlled by changing the temperature of the furnace. In
the electric arc method, the DC arc between the catalyzed carbon anode and
the pure carbon cathode produces SWNTs in He gas at 500Torr. In the arc
method, the diameters of the SWNTs are controlled by changing the pres-
sure of the He gas. Increasing the temperature makes larger diameter SWNTs,
while the higher ambient gas pressure, up to 760Torr, makes a larger yield
and diameter of SWNTs by the carbon arc method.

The diameter of SWNTs can be controlled, too, by adopting di�erent
catalysts and di�erent relative concentrations of the catalyst species, such as
NiY (4.2 and 1.0 atomic %), NiCo (0.6 and 0.6 atomic %), Ni (0.6 atomic %)
and RhPd (1.2 and 1.2 atomic %), which have provided the following diameter
distributions by the laser ablation method with a furnace temperature of 1150
to 1200�C, respectively, 1.24-1.58nm, 1.06-1.45nm, 1.06-1.45nm and 0.68-
1.00nm [3,40]. The diameter distribution in each case was determined from
transmission electron microscope (TEM) experiments and from measurement
of the radial breathing mode (RBM) frequencies using Raman spectroscopy
and several di�erent laser excitation energies. It is important to note that the
determination of the frequency of the RBM does not provide a measurement
of the nanotube chirality, though the diameter dependence is well observed
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by measurement of the RBM frequency. The diameter distribution is then
obtained if the RBM of a (10,10) armchair nanotube is taken to be 165 cm�1

RBM and 0 = 2:75 eV [3]. However, if we adopt the value of 0 = 2:90 eV, the
Raman signal is consistent with 177 cm�1 for a (10,10) armchair nanotube.
For these larger values of 0 and !RBM(10; 10) the diameter distribution for
each catalyst given above is shifted upward by 7%. Most of the catalysts,
except for the RhPd, show very similar diameter distributions for both the
laser vaporization and the electric arc methods at growth conditions giving
the highest yield. In the case of the RhPd catalyst, however, no SWNTs are
synthesized by the arc discharge method, in contrast to a high yield provided
by the laser vaporization method.

3.2 Sample preparation and puri�cation

SWNTs are not soluble in any solvent and they cannot be vaporized by
heating at least up to 1450�C in vacuum. In order to measure the optical
absorption of SWNTs, the sample can be prepared in two possible forms:
one is a solution sample and the other is a thin �lm. Chen et al. made
SWNT solutions by cutting and grinding the nanotube sample [41], and they
successfully measured the optical absorption spectra of undoped and of doped
SWNTs using a solution sample. Kataura and co-workers have developed a
so called \spray method" for thin �lm preparation [42], whereby the soot
containing SWNTs is dispersed in ethanol and then sprayed onto a quartz
plate using a conventional air-brush which is normally obtained in a paint
store. In this way, the thickness and the homogeneity of the thin �lm are
controlled by the number of spraying and drying processes, but the thickness
of the �lm (� 300nm with 20% �lling) is not precisely controlled.

In the case of the NiY catalyst, a web form of SWNTs which is predom-
inantly in the bundle form is obtained by the electric arc method, and the
resulting material can be easily puri�ed by heating in air at 350�C for 30
minutes and by rinsing out metal particles using hydrochloric acid. The pu-
ri�cation is e�ective in removing the nanospheres (soot) and catalyst, and
this is con�rmed by TEM images and X-ray di�raction. The nanotube di-
ameter distribution of the sample can be estimated by TEM observations
[43,44], and the diameter distribution, thus obtained, is consistent with the
distribution obtained using resonance Raman spectroscopy of the RBMs.

3.3 Diameter dependent optical absorption

In Fig. 10, the optical absorption spectra of an as-prepared and a puri�ed
SWNT thin �lm sample are shown, respectively, by the solid and dashed
curves. Both samples are synthesized using the electric arc method and the
NiY catalyst [3]. The three peaks appearing at 0.68, 1.2 and 1.7 eV correspond
to the two semiconductor DOS peaks and the metallic DOS peaks discussed
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Fig. 10. Optical density in the
absorption spectra of as-prepared
(solid line) and puri�ed (dashed
line) SWNT thin �lm samples syn-
thesized by the electric arc method
using a NiY catalyst [3]. The photo-
thermal deection spectrum (PDS,
dotted line) is also plotted for the
same sample, and the spectral fea-
tures of the PDS data are consistent
with the absorption spectra

in the previous section. When we consider the distribution of nanotube di-
ameters, only the �rst three peaks of the DOS spectra can be distinguished
in relation to the calculation [45], which is consistent with the optical spectra
shown in Fig. 10. Since there is no substantial di�erence in the spectra be-
tween the as-prepared and puri�ed samples, we can conclude that the peaks
come from the SWNTs. The dotted line denotes the photo-thermal deection
spectrum (PDS) for the same puri�ed sample. The signal of the PDS data is
proportional to the heat generated by multi-phonon processes involved in the
recombination of the optically pumped electron-hole pairs, and thus the PDS
spectra are considered to be free from light scattering by nano-particles [46].
Furthermore, since carbon black is used as a black body reference, the PDS
reects the di�erence in electronic states between SWNTs and amorphous
carbon. These peak structures are more clearly seen in the PDS than in the
absorption spectra, while the peak positions are almost the same as in the
absorption spectra, which indicates that these peaks are not due to light scat-
tering losses. Thus we understand that the residual nanospheres and metal
particles in the sample do not seriously a�ect the optical absorption spectrum
in the energy region below 2 eV. This fact is con�rmed by the observation of
no change in the absorption spectra between puri�ed and pristine samples
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in which the density of nanoparticles and catalysts are much di�erent from
each other.

Fig. 11. Optical absorption spectra are taken for single wall nanotubes syn-
thesized using four di�erent catalysts, [3,4] namely NiY (1.24{1.58 nm), NiCo
(1.06{1.45 nm), Ni (1.06{1.45 nm), and RhPd (0.68{1.00 nm). Peaks at 0.55 eV
and 0.9 eV are due to absorption by the quartz substrate [3]. The inset shows
the corresponding RBM modes of Raman spectroscopy obtained at 488 nm
laser excitation with the same 4 catalysts

The puri�ed sample shows a large optical absorption band at 4.5 eV, which
corresponds to the �-plasmon of SWNTs observed in the energy loss spectrum
[47], which is not so clearly seen in the as-prepared sample. Figure 11 shows
the optical absorption spectra of SWNTs with di�erent diameter distribu-
tions associated with the use of four di�erent catalysts [3]. For convenience,
the large background due to the � plasmon is subtracted. The inset shows the
corresponding Raman spectra of the RBMs taken with 488nm laser excita-
tion. The diameter distributions can be estimated from the peak frequencies
using the rule, !RBM / (1=dt), where dt is the diameter of a SWNT that is in
resonance with the laser photons [5,35]. Thus, higher lying Raman peaks in-



234 Saito and Kataura

dicate the presence of smaller diameter SWNTs in the sample. The nanotube
diameter distribution can be estimated from the diameter dt dependence of
!RBM / 1=dt, once the proportionality between !RBM and one (n;m) nan-
otube is established, such as for the (10,10) nanotube. Information on the
nanotube diameter distribution is available either by TEM or from measure-
ment of the !RBM band for many laser excitation energies Elaser.

A method for determining E11(dt) comes from optical spectra, where the
measurements are made on ropes of SWNTs, so that appropriate corrections
should be made for inter-tube interactions in interpreting the experimental
data [48{52,29,53,54]. In interpreting the optical transmission data, correc-
tions for the non-linear k dependence of E(k) away from the K-point also
needs to be considered. In addition, the asymmetry of the 1D electronic den-
sity of states singularities should be taken into account in extracting the
energy Epp(dt) from the absorption line shape. Furthermore, the diameter
distributions of the nanotubes, as well as the di�erence in gap energies for
nanotubes of di�erent chiralities, but for a given dt, should be considered in
the detailed interpretation of the optical transmission data to yield a value
for 0. The calculations given in Fig. 5 provide a �rm basis for a more detailed
analysis.

Another important issue to address here is the so-called antenna e�ect
of nanotubes. Since the diameter of SWNTs is much smaller than the wave
length of light, an e�ective medium theory or other model must be used for
describing the dielectric function of the nanotubes within an aligned nanotube
bundle, for nanotubes that have an arbitrary polarization with respect to the
randomly oriented nanotube bundles, which collectively have an anisotropic
"1(!) and "2(!). The optical measurements should determine such funda-
mental properties for SWNTs.

Kazaoui et al. [24] have reported optical absorption spectra for doped
SWNTs as shown in Fig. 12, including both donor (Cs) and acceptor (Br),
and they found that the intensity of the absorption peaks decreased, espe-
cially for the lower energy absorption peaks with increasing dopant concen-
tration. In the undoped SWNTs, three peaks at 0.68 eV, 1.2 eV and 1.8 eV
are found in the absorption spectra in Fig. 12. When the doping concentra-
tion x in MxC, (M = Cs, Br) is less than 0.005, the �rst peak at 0.68 eV
decreases continuously in intensity with increasing x without changing the
intensity of the second and the third peaks. In subsequent doping in the
range 0:005 < x < 0:04, the two peaks of 0.68 eV and 1.2 eV decrease in
intensity. At the high doping level shown in Fig. 12(b), the peak at 1.8 eV
smoothes out and new bands appears at 1.07 eV and 1.30 eV for CBr0:15
and CCs0:10, respectively. These doping-induced absorption peaks may come
from the transition between conduction to conduction inter-subband transi-
tions and from valence to valence inter-subband transitions, respectively, for
donor and acceptor type SWNTs. The di�erence between the peak positions
1.07 eV and 1.30 eV for acceptor and donor type SWNTs, respectively, is con-
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Fig. 12. (a) Optical absorption spectra for Cs and Br doped SWNT samples
for various stoichiometries x for CCsx and CBrx. The entire set of spectra for
the CCsx samples is o�set for clarity with a short line indicating the 0 level.
* in the �gure indicates features coming from the quartz substrate and from
spectrometer noise. (b) The absorption spectra for CCsx and CBrx for the
almost saturated doping regime [24]

sistent with the expected magnitude of the asymmetry between the � and ��

bands. However, the detailed assignments for the inter-subband transitions
which are responsible for the doping-induced peaks are not clear within the
rigid band model.

3.4 Diameter dependent resonance Raman scattering

In the resonance Raman e�ect, a large scattering intensity is observed when
either the incident or the scattered light is in resonance with electronic tran-
sitions between vHs in the valence and conduction bands Epp(dt) for a given
nanotube (n;m) [4,25,27{29,55{58]. In general, the size of the optical exci-
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tation beam is at least 1�m in diameter, so that many nanotubes with a
large variety of (n;m) values are excited by the optical beam simultaneously,
as is also the case for the optical absorption measurements discussed above.
Since it is unlikely that any information on the nanotube chirality distribu-
tion is available experimentally, the assumption of equal a priori probability
can be assumed, so that at a given diameter dt the resonance Raman e�ect
is sensitive to the width of the Epp(dt) inter-subband transitions plotted in
Fig. 5.

In Fig. 13 are plotted the resonance Raman spectra for SWNT samples
using (a) NiY and (b) RhPd catalysts. The left and right �gures for each
sample (see Fig. 13) show the Raman spectra the phonon energy region of
the radial breathing mode and the tangential G-bands, respectively [4]. As a
�rst approximation, the resonant laser energy for the RBM spectra, and the
G-band Raman spectra are used to estimate the Epp(dt) transition energies,
as shown in Fig. 5, with the diameter distribution for each catalyst. When
the nanotube diameter values of dt = 1.24 - 1.58nm and dt = 0.68 { 1.00 nm
are used for the NiY and RhPd catalyst samples, respectively, the resonance
for the metallic nanotubes EM

pp (dt) is seen in the laser energy region around
1.6{2.0 eV and 2.4{2.8eV, respectively. Hereafter we call this region of laser
energy, which is resonant with metallic nanotubes, the \metallic window".
This metallic window for the Raman RBM intensity is consistent with the
optical density of the third peaks as a function of laser excitation energy,
as shown in Fig. 14, where for laser excitation energies greater than 1.5 eV,
the optical density (absorption) and the Raman intensity of the RBMs are
consistent both for the NiY and RhPd catalyzed samples.

The metallic window for a given diameter distribution of SWNTs is ob-
tained by the third peak of the optical absorption, as discussed in the pre-
vious subsection, and more precisely by the appearance of Raman intensity
at 1540 cm�1 which can be seen only in the case of a rope sample containing
metallic nanotubes, where the spectra are �t to a Breit{Wigner{Fano plot
[4,27{29] as shown in Fig. 15.

It is pointed out here that the phonon energies of the G-band are large
(0.2 eV) compared with the RBM phonon (0.02 eV), so that the resonant
condition for the metallic energy window is generally di�erent according to
the di�erence between the RBM and G-band phonon energy. Furthermore,
the resonant laser energies for phonon-emitted Stokes and phonon-absorbed
anti-Stokes Raman spectra (see x3.5) are di�erent from each other by twice
the energy of the corresponding phonon. Thus when a laser energy is selected,
carbon nanotubes with di�erent diameters dt are resonant between the RBM
and G bands and between the Stokes and anti-Stokes Raman spectra, which
will be described in more detail in the following subsection.
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Fig. 13. Resonance Raman spectra for (a) NiY (top) and (b) RhPd (bottom)
catalyzed samples. The left and right �gures for each sample show Raman
spectra in the phonon energy region of the RBM and the tangential G-bands,
respectively [4]
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Fig. 14. Optical density of the absorption spectra (left scale) and the intensity
of the RBM feature in the Raman spectra are plotted as a function of the laser
excitation energy greater than 1.5eV for NiY and RhPd catalyzed SWNT
samples. The third peaks correspond to the metallic window [3]

Fig. 15. Breit{Wigner{Fano plot
for the Raman signals associated
with the indicated G-band feature
for the NiY and RhPd catalyzed
samples [3]. The di�erence in the
�tting parameters in the �gures
might reect the di�erent density
of states at the Fermi level D(EF )
which have been reported [59]

3.5 Stokes and Anti-Stokes Spectra in Resonant Raman
Scattering

So far, almost all of the resonance Raman scattering experiments have been
carried out on the Stokes spectra. The metallic window is determined experi-
mentally as the range of Elaser over which the characteristic Raman spectrum
for metallic nanotubes is seen, for which the most intense Raman component
is at 1540 cm�1 [28]. Since there is essentially no Raman scattering intensity
for semiconducting nanotubes at this phonon frequency, the intensity I1540
provides a convenient measure for the metallic window. The normalized in-
tensity of the dominant Lorentzian component for metallic nanotubes ~I1540
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(normalized to a reference line) has a dependence on Elaser given by

~I1540(d0) =
X
dt

A exp

��(dt � d0)
2

�d2t=4

�
� [(EM

11 (dt)�Elaser)
2 + � 2

e =4]
�1

� [(EM
11 (dt)�Elaser �Ephonon)

2 + � 2
e =4]

�1;

(19)

where d0 and �dt are, respectively, the mean diameter and the width of
the Gaussian distribution of nanotube diameters within the SWNT sample,
Ephonon is the average energy (0.197 eV) of the tangential phonons and the +
(�) sign in Eq. (19) refers to the Stokes (anti-Stokes) process, �e is a damping
factor that is introduced to avoid a divergence of the resonant denominator,
and the sum in Eq. (19) is carried out over the nanotube diameter distri-
bution. Equation (19) indicates that the normalized intensity for the Stokes
process ~IS1540(d0) is large when either the incident laser energy is equal to
EM
11 (dt) or when the scattered laser energy is equal to EM

11 (dt) and likewise
for the anti-Stokes process. Since the phonon energy is on the same order of
magnitude as the width of the metallic window for nanotubes with diame-
ters dt, the Stokes and the anti-Stokes processes can be observed at di�erent
resonant laser energies in the resonant Raman experiment. The dependence
of the normalized intensity ~I1540(d0) for the actual SWNT sample on Elaser

is primarily sensitive [27{29] to the energy di�erence EM
11 (dt) for the various

dt values in the sample, and the resulting normalized intensity ~I1540(d0) is
obtained by summing over dt.
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Fig. 16. Metallic window for carbon
nanotubes with diameter of dt = 1:49�
0:20 nm for the Stokes (solid line) and
anti-Stokes (square points) processes
plotted in terms of the normalized in-
tensity of the phonon component at
1540 cm�1 for metallic nanotubes vs the
laser excitation energy for the Stokes
and the anti-Stokes scattering processes
[60]. The crossing between the Stokes
and anti-Stokes curves is denoted by the
vertical arrow, and provides a sensitive
determination of 0 [55,60]

In Fig. 16 we present a plot of the expected integrated intensities ~I1540(d0)
for the resonance Raman process for metallic nanotubes for both the Stokes
(solid curve) and anti-Stokes (square points) processes. This �gure is used
to distinguishes 4 regimes for observation of the Raman spectra for Stokes
and anti-Stokes processes shown in Fig. 17: (1) the semiconducting regime
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Fig. 17. Resonant Raman spectra for the Stokes and anti-Stokes pro-
cess for SWNTs with a diameter distribution dt = 1:49 � 0:20 nm [60]

(2.19 eV), for which both the Stokes and anti-Stokes spectra receive contri-
butions from semiconducting nanotubes, (2) the metallic regime (1.58 eV),
where metallic nanotubes contribute to both the Stokes and anti-Stokes
spectra, (3) the regime (1.92 eV), where metallic nanotubes contribute to
the Stokes spectra and not to the anti-Stokes spectra, and (4) the regime
(1.49 eV), where the metallic nanotubes contribute only to the anti-Stokes
spectra and not to the Stokes spectra. The plot in Fig. 16 is for a nanotube
diameter distribution dt = 1:49 � 0:20nm assuming e = 0:04 eV. Equa-
tion (17) can be used to determine 0 from the intersection of the Stokes and
anti-Stokes curves at 1.69 eV in Fig. 16, yielding a value of 0 = 2:94�0:05 eV
[55,60].

3.6 Bundle e�ects on the optical properties of SWNTs (Fano
e�ect)

Although the origin of the 1540 cm�1 Breit{Wigner{Fano peak is not well
explained, the Fano peaks are relevant to the bundle e�ect which is discussed
in this subsection. This idea can be explained by the Raman spectra observed
for the Br2 doped SWNT sample. The frequency of the RBMs are shifted
upon doping, and from this frequency shift the charge transfer of the electrons
from the SWNTs to the Br2 molecules can be measured [61]. This charge
transfer enhances the electrical conductivity whose temperature dependence
shows metallic behavior [62]. When SWNTs made by the arc method with the
NiY catalyst are used, the undoped SWNT sample exhibits the RBM features
around 170 cm�1. When the SWNTs are doped by Br2 molecules, new RBM
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peaks appear at around 240 cm�1 when the laser excitation energy is greater
than 1.8 eV, as shown in Fig. 18(a). When the Raman spectra for the fully
Br2 doped sample are measured, new features at 260 cm�1 are observed, but
the peak at 260 cm�1 disappears and a new peak at 240cm�1 can be observed
for laser excitation energy greater than 1.96eV (see Fig. 18) when the sample
chamber is evacuated at room temperature, and the spectra for the undoped
SWNTs are observed showing RBM peaks around 170 cm�1. Since heating
in vacuum up to 250�C is needed to remove the bromine completely, the
evacuated sample at room temperature consists of a partially doped bundle
and an easily undoped portion, which is identi�ed with isolated SWNTs,
not in bundles. Since the Fermi energy shifts downward in the acceptor-
doped portion of the sample, no resonance Raman e�ect is expected in the
excitation energy range corresponding to the semiconductor �rst and second
peaks and the metallic third peak in the optical absorption spectra. In fact,
in Fig. 18(b), the intensity ratio of the Raman peaks around 240 cm�1 to
that at 180 cm�1 is plotted by solid circles and the curve connecting these
points is shown in the �gure as a function of laser excitation energy. Also
shown in the �gure is the corresponding optical absorption spectrum for the
pristine (undoped) sample plotted by the dotted curve. The onset energy
of the Raman peaks at 240 cm�1 is consistent with the energy 2�EF which
corresponds to the energy of the third metallic peak of the optical absorption.
In fact, the optical absorption of the three peaks disappear upon Br2 doping
(see Fig.12) [24,41]. The peaks of Raman intensity at 240 cm�1 are relevant
to resonant Raman scattering associated with the fourth or the �fth broad
peaks of doped semiconductor SWNTs.

For this evacuated sample, the G-band spectra with the laser energy
1.78 eV is shown in Fig. 19. This laser energy corresponds to an energy in the
metallic window, but no resonance Raman e�ect is expected from the doped
bundle portion, as discussed above. Thus the resonant Raman spectra should
be observed only in metallic nanotubes in the undoped portion of the sample
which is considered to contain only isolated SWNTs. Surprisingly there are no
1540 cm�1 Fano-peaks for such an evacuated sample, although the undoped
sample has a mixture 1590 cm�1 and 1540 cm�1 peaks, as shown in Fig. 19
for comparison. Thus it is concluded that the origin of the 1540 cm�1 peaks is
relevant to the nanotubes located within bundles. The interlayer interaction
between layers of SWNTs is considered to be on the order of 5{50 cm�1[48{
50,52,29,53,54] and thus the di�erence between 1590 cm�1 and 1540 cm�1 is
of about the same order of magnitude as the interlayer interaction. One open
issue awaiting solution is why the 1540 cm�1 peaks are observed only when
the metallic nanotube is within a bundle, and when the laser excitation is
within the metallic window and corresponds to an interband transition con-
tributing to the optical absorption. Thus the mechanism responsible for the
1540 cm�1 peak is not understood from a fundamental standpoint.
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Fig. 18. (a) Resonance Raman spectra for bromine doped SWNTs prepared
using a NiY catalyst. The sample is evacuated after full doping at room tem-
perature. An additional peak around 240 cm�1 can be seen for laser excitation
energies greater than 1.96 eV. (b) (left scale) The optical density of the ab-
sorption spectra for pristine (undoped) SWNT samples and (right scale) the
intensity ratio of the RBMs at �240 cm�1 appearing only in the doped sam-
ples to the RBM at �180 cm�1 for the undoped sample. The additional RBM
peaks appear when the metallic window is satis�ed [63]

Fig. 19. The Raman Spectra
for the undoped sample (top)
and for the evacuated sam-
ple (bottom) after full Br2
doping at room temperature.
The Fano spectral feature at
1540 cm�1 is missing in the
spectrum for the evacuated
sample [63]
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3.7 Resonance Raman scattering of MWNTs

Multi-walled carbon nanotubes (MWNTs) prepared by the carbon arc method
are thought to be composed of a coaxial arrangement of concentric nan-
otubes. For example, 13C-NMR [64] and magnetoresistance measurements
[65,66] show Aharonov{Bohm e�ects that are associated with the concentric
tube structures. On the other hand, the thermal expansion measurements [67]
and the doping e�ects [68] suggest that some kinds of MWNTs have scroll
structures. If the radial breathing modes (RBMs), which are characteristic of
single-walled carbon nanotubes (SWNTs) [35], are observed in MWNTs, the
RBM Raman spectra might provide experimental evidence for the coaxial
structure. In many cases, however, MWNTs have very large diameters com-
pared with SWNTs even for the innermost layer of the nanotube, and no one
has yet succeeded in observing the RBMs in large diameter MWNTs. Zhao
and Ando have succeeded in synthesizing MWNTs with an innermost layer
having a diameter less than 1.0nm, by using an electric arc operating in hy-
drogen gas [69]. The spectroscopic observations on this sample revealed many
Raman peaks in the low frequency region, which these RBM frequencies can
be used to assign (n;m) values for some constituent layers of MWNTs [70].
Since the resonance Raman e�ect can be observed in MWNTs (see Fig. 20),
we can be con�dent that these low frequency features are associated with
RBMs.

Several MWNT samples have been prepared by the carbon arc method
using a range of hydrogen pressures from 30 to 120Torr, and yielding good
MWNT samples under all of these operating conditions. Relative yields de-
pend on the hydrogen pressure and on the arc current [69], with the highest
yield of MWNTs being obtained at 60Torr of hydrogen gas pressure. The
sample purity, after puri�cation of the sample, which was characterized us-
ing an infrared lamp, is over 90% MWNTs and the diameter distribution
of the innermost shell was measured by TEM. Most of the MWNTs have
diameters of the innermost shell of about 1.0nm, and sometimes innermost
diameters less than 0.7 nm were observed.

In Fig. 20 resonance Raman scattering of samples synthesized under dif-
ferent conditions have been measured, and radial breathing mode (RBM)
peaks have been observed from 200 to 500 cm�1[63]. Peaks between 150 and
200 cm�1 are due to the air. In fact these peaks of O2 and N2 are commonly
observed not only for the MWNT sample but also for the quartz substrate
and they are not observed in Ar gas. Peaks above 200 cm�1 show very sharp
resonances, which strongly suggest that these structures originate from the
RBM vibrations of nanotubes. Resonance e�ects for each peak are similar to
those of single-walled nanotubes. However, the peak frequencies are about 5%
higher than those of single-walled nanotubes with the same diameter, which
might be due to the inter-layer interaction. For example, the RBM peak at
280 cm�1 shows a maximum intensity at 2.41 eV. This is the same behavior
as the peak at 268 cm�1 in SWNTs. This fact is consistent with the recent
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Fig. 20. The resonant Raman
spectra of multi-wall carbon
nanotubes with very small in-
nermost diameters that grow
preferentially using an electric
arc in hydrogen gas [71]

calculation of bundle e�ects on the RBM frequency of SWNTs which predict
a 10% upshift in the mode frequency due to tube-tube interactions [53]. From
the simple relationship between nanotube diameter and RBM frequency [35],
the candidate nanotube shells for the peak at 490 cm�1 are (5,1), (6,0), (4,3)
and (5,2) having RBM frequencies at 509.6, 472.8, 466.4 and 454.3 cm�1,
respectively. If we take into account the 5% up-shift due to the interlayer
interactions, the candidates are narrowed down to the nanotube shells (6,0),
(4,3) and (5,2), which have diameters of 0.470, 0.477 and 0.489nm, respec-
tively, and these diameters are consistent with the TEM observations. It is
very interesting that the (6,0) nanotube has the same structure as D6h C36

which has D6h symmetry [72]. However, we also have to consider the elec-
tronic states of the nanotube to clearly identify the resonance e�ect. By use
of the zone-folding band calculation [2,8,16], assuming a transfer integral 0
= 2.75 eV, it is found that (6,0) and (5,2) are metallic nanotubes and have
their lowest energy gap EM

11 at 4.0 eV. The resonance laser energy, where
the RBM peak has a maximum intensity, occurs at 1.7 eV, and the peak at
490 cm�1 was assigned to the (4,3) nanotube which is a semiconductor, and
has its lowest energy gap ES

11 at 1.6 eV. In the same way, the candidates (7,1)
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and (5,4) were considered for the Raman band at 388 cm�1. The nanotube
(7,1) is metallic and the lowest energy gap EM

11 is at 3.4 eV, while the (5,4)
nanotube should be semiconducting and is expected to have ES

11 and E
S
22 at

1.28 and 2.52 eV, respectively. Thus, the peak at 388 cm�1 should be assigned
to the nanotube shell (5,4) because of the resonance observed at 2.4 eV[71].

Finally we consider the interlayer interactions in MWNTs. The RBM band
in Fig. 20 at 490 cm�1 is split into three peaks indicating the same resonance
feature. These peaks cannot be explained by di�erent nanotubes, since there
are no other candidates available. The nanotube (5,1) is the only candidate
having the nearest diameter and the nearest energy gap in the optical spec-
tra. However, the calculated energy gap of a (5,1) nanotube is 1.7 eV, which
is 0.1 eV wider than that for a (4,3) nanotube. If one of the peaks originates
from a (5,1) nanotube, the resonance feature should be di�erent from that for
the other peaks. Further, the RBM frequency of a (5,1) nanotube becomes
534 cm�1, taking into account the 5% up-shift due to the inter-tube interac-
tion in a nanotube bundle. Thus, it is proper to think that these three peaks
are originating from the same nanotube. The possible reason for the splitting
of this peak is the interlayer interaction. When the �rst layer is (4,3), then
(10,7) is the best selection as the second layer, since the interlayer distance
is 0.342nm, which is a typical value for MWNTs [73]. The other nearest can-
didates for the second layers are (13,3), (9,8) and (11,6) having inter-layer
distances 0.339, 0.339 and 0.347nm, respectively. The interlayer distance for
the (13,3) and (9,8) candidates are about the same (about 1% smaller) as
the typical inter-layer distance, and but the interlayer distance for the (11,6)
nanotube is 1.5% larger. The magnitude of the interlayer interaction should
depend on the interlayer distance, and, consequently, the RBM frequency of
the �rst layer may depend on the chiral index of the second layer. Indeed,
the observed frequency separation between the split peaks is about 2%, which
may be consistent with the di�erence in interlayer distances. The splitting
into three RBM probably indicates that there are at least three kinds of
second layers. Furthermore, this splitting cannot be explained by a scrolled
structure for MWNTs. This strongly suggests that the MWNTs fabricated by
the electric arc operating in hydrogen gas has a concentric structure. For the
thinnest nanotube (4,3), the RBM frequency of the second layer is 191 cm�1.
This should be the highest RBM frequency of the second layer nanotube.
Since the low frequency region is a�ected by signals from the air, Raman
spectra were taken while keeping the sample in argon gas. However, no peak
was observed below 200 cm�1, suggesting that only the innermost nanotube
has a signi�cant Raman intensity. The innermost layer has only an outer
nanotube as a neighbor, while the other nanotubes, except for the outermost
layer, have both inner and outer nanotube neighbors.

The interlayer interaction probably broadens the one-dimensional band
structure, in a like manner to the bundle e�ect in SWNTs [48{52,29,53,54].
The band broadening decreases the magnitude of the joint density of states at
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the energy gap, leading to a decrease in the resonance Raman intensity of the
second layer. On the other hand, the RBM frequency of the outermost layer
is too low to measure because of its large diameter. Thus, RBMs are observed
in MWNTs only for the innermost nanotubes. Theoretical calculations show
that SWNTs with diameters smaller than C60 show metallic behavior because
of the hybridization e�ect of the 2pz orbital with that of the � electron [74,75].
The hybridization e�ect lowers the energy of the conduction band and raises
the energy of the valence band, which results in the semi-metallic nature
of the electronic states. However, the electrostatic-conductance of two-probe
measurement of MWNTs shows that semiconducting nanotubes seems to be
dominant in this diameter region[76]. Thus it is necessary to investigate the
electronic properties of SWNTs with diameters smaller than that of C60.

4 Summary

In summary, the spectra of the DOS for SWNTs have a strong chirality de-
pendence. Especially for metallic nanotubes, the DOS peaks are found to be
split into two peaks because of the trigonal warping e�ect, while semiconduct-
ing nanotubes do not show a splitting. The width of the splitting becomes a
maximum for the metallic zigzag nanotubes (3n; 0), and is zero for armchair
nanotubes (n; n), which are always metallic. In the case of semiconducting
nanotubes, the upper and lower bounds of the peak positions of ES

11(dt) on
the Kataura chart shown in Fig. 5 are determined by the values of ES

11(dt) for
the (3n+ 1; 0) or (3n� 1; 0) zigzag nanotubes. The upper and lower bounds
of the widths of the ES

ii(dt) curves alternate with increasing i between the
(3n+ 1; 0) and (3n� 1; 0) zigzag nanotubes.

The existence of a splitting of the DOS spectra for metallic nanotubes
should depend on the chirality which should be observable by STS/STM
experiments, consistent with the experiments of Kim et al.[22]. The width
of the metallic window can be observed in resonant Raman experiments,
especially through the di�erences between the analysis for the Stokes and
the anti-Stokes spectra. Some magnetic e�ects should be observable in the
resonant Raman spectra because an applied magnetic �eld should perturb the
1D DOS for the nanotubes, since the magnetic �eld will break the symmetry
between the K and K 0 points. The magnetic susceptibility, which has been
important for the determination of 0 for 3D graphite [77,78], could also
provide interesting results regarding a determination of Epp(dt) for SWNTs,
including the dependence of Epp(dt) on dt.

Puri�cation of SWNTs to provide SWNTs with a known diameter and
chirality should be given high priority for future research on carbon nanotube
physics. Furthermore, we can anticipate future experiments on SWNTs which
could illuminate phenomena showing di�erences in the E(k) relations for
the conduction and valence bands of SWNTs. Such information would be of
particular interest for the experimental determination of the overlap integral
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s as a function of nanotube diameter. The discussion presented in this article
for the experimental determination of Epp(dt) depends on assuming s = 0,
in order to make direct contact with the tight-binding calculations. However,
if s 6= 0, then the determination of Epp(dt) would depend on the physical
experiment that is used for this determination, because di�erent experiments
emphasize di�erent k points in the Brillouin zone. The results of this article
suggest that theoretical tight binding calculations for nanotubes should also
be re�ned to include the e�ect of s 6= 0. Higher order (more distant neighbor)
interactions should yield corrections to the lowest order theory discussed here.

The 1540 cm�1 feature appears only in the Raman spectra for a metal-
lic bundle, but not for semiconducting SWNTs nor for individual metallic
SWNTs. The inter-tube interaction in MWNTs gives 5% higher RBM mode
frequencies than in SWNT bundles, and the intertube-interaction e�ect be-
tween the MWNT innermost shell and its adjacent outer shell is important
for splitting the RBM peaks of a MWNT sample.
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Abstract. Electron spectroscopies play an essential role in the experimental char-
acterization of the electronic structure of solids. After a short description of the
techniques used, the paper reviews some of the most important results obtained
on puri�ed single- and multi-wall carbon nanotubes, and intercalated nanotubes
as well. An analysis of the occupied and unoccupied electron states, and the plas-
mon structure of the nanotubes is provided. How this information can be used to
characterize the samples is discussed. Whenever possible, a comparison between
nanotube data and those from graphite and C60 fullerene is made, as to draw a
coherent picture in the light of recent theories on the electronic properties of these
C-sp2 materials.
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1 Introduction

Carbon-based �-electron system are becoming more and more important in
solid state physics, chemistry and in material science. These systems com-
prise graphite, conjugated polymers and oligomers, fullerenes and carbon
nanotubes. Many systems can be \doped" or intercalated. In this way new
materials can be tailored having interesting properties. These new materials
have often become model compounds in solid state physics since they show
metallic and semiconducting behavior, superconductivity and magnetism.
Correlation e�ects, which result from electron-electron interactions, and the
electron-phonon interaction, are important in many of these systems. Dimen-
sionality plays an important role, too. Thus many of the interesting questions
of present solid state research are encountered again in the carbon-based �-
electron systems.

Moreover, some of these materials have high technical potential. They
show remarkable mechanical properties, e.g., a record-high elastic modulus. In
addition, electronic devices from conjugated carbon systems are coming close
to realization and commercialization. Transistors and organic light-emitting
diodes based on conjugated polymers or molecules are already on the market.
Industry is strongly interested in the �eld emission from carbon nanotubes to
fabricate bright light sources and at-panel screens. Finally, future nanoscale
electronics systems can possibly be realized using carbon materials such as
nanotubes.

The exceptional properties of these materials are strongly related to their
electronic structure. The mechanical properties are mainly caused by the
strong covalent bonds between the tightly-bond �-orbitals. On the other
hand, the interesting electronic properties are related to the loosely bound
�-electrons. It is evident that the study of the electronic structure of these
materials is an important task. In this chapter we review recent investiga-
tions of the electronic structure of the quasi one-dimensional single-wall car-
bon nanotubes (SWNTs) and multi-wall carbon nanotubes (MWNTs), based
on electron spectroscopy studies. We compare these results with the better
known results from the quasi two-dimensional graphite and the quasi zero-
dimensional fullerene solids. We emphasize that electron spectroscopy studies
of carbon nanotubes are just at an early stage, because many of these tech-
niques are extremely surface sensitive and surfaces suitable for representing
bulk properties are di�cult to prepare. Therefore, most of the reliable results
have been obtained by less surface sensitive methods.

2 Electron spectroscopies

In this section we describe various electron spectroscopies which have been
used to study the electronic structure of carbon nanotubes. The techniques
are illustrated schematically in Fig. 1. For this illustration we use the elec-
tronic structure of a carbon-based �-electron system. In these compounds the
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valence electrons of carbon are predominantly in the sp2 con�guration, i.e.,
one s-electron and two p-electrons form the sp2-hybrid which has trigonally
directed � bonds in a plane. In the solid, these � orbitals form strong covalent
bonds with the � orbitals from neighboring carbon atoms. Therefore, occu-
pied � and unoccupied �� bonds are formed. The third C 2p electron is in a
2pz-orbital perpendicular to the plane and forms a weaker � bond with the
2pz-orbitals of neighboring C atoms. The electrons from the C 2pz orbitals in
this con�guration are usually called �-electrons. Due to the weaker bonding,
the splitting between the occupied �-bonds and the unoccupied ��-bands is
weaker. The electronic structure of the valence and conduction bands in such
systems together with the C 1s core level are shown in Fig. 1. In addition,
transitions used in the various techniques are shown in Fig. 1.

P E S I P E S X E S E E L S  ( X A S )

σ∗

σ
π

π∗

1s

Fig. 1. Illustration of various electron spectroscopies. The electronic structure of
carbon-based �-electron systems is sketched. PES: photoemission, IPES: inverse
photoemission, XES: X-ray emission spectroscopy, EELS: electron energy-loss spec-
troscopy, XAS: X-ray absorption spectroscopy.

In photoelectron spectroscopy (PES) [1], photoelectrons are ejected from
the solid by a photon with the energy h�. The kinetic energy, Ekin, and the in-
tensity of the photoelectrons are measured. The binding energy of the ejected
electron is then given by the Einstein relation EB = h� � Ekin � �, where
� is the work function. In a �rst approximation, the intensity of the photo-
electrons as a function of EB yields the density of occupied states. Detecting
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the angle of the ejected photoelectrons relative to the surface normal gives
information on the wave vector of the electrons in the solid. Therefore, using
this angular resolved photoemission spectroscopy (ARPES) the band struc-
ture of the occupied bands can be probed. Measuring the binding energy, EB ,
relative to the Fermi level of the core electrons, provides information on the
chemical bonding of the C atoms. The so-called chemical shift of EB is deter-
mined by the charge on the excited atom and the Madelung potential from
the surrounding atoms. Finally, one should remark that the mean free path
of the photoelectron is only several �A. Therefore, this technique is extremely
surface sensitive.

In the inverse photoelectron spectroscopy (IPES) [1], electrons are in-
jected into the solid, and the intensity and the energy of the photons from the
Bremsstrahlung is recorded. From these measurements, information on the
density of unoccupied states can be derived. Similar to ARPES, in angular-
resolved inverse photoemission spectroscopy (ARIPES), the angle of the in-
coming electrons is varied and the band structure of the unoccupied bands
can be measured. Since the mean free path of the injected electrons is again
only several �A IPES and ARIPES are also surface sensitive techniques.

In X-ray emission spectroscopy (XES) [2], a core hole, (e.g. in the C
1s shell) is created by electron bombardment or by X-ray irradiation. The
uorescent decay of the core hole by transitions from the occupied valence
bands to the unoccupied core state is monitored. The intensity as a function
of the energy of the uorescent radiation gives information on the density of
occupied states. Since a dipole transition to a localized core orbital is involved,
only states with the appropriate symmetry character that are localized in the
vicinity of the core orbital will contribute to the spectra. Consequently, this
technique provides information on the local partial density of states. Starting
from the core hole in the C 1s level, the contributions of C 2p states to the
occupied density of states are measured.

In inelastic soft X-ray scattering (RIXS) [3,4], which is a technique closely
related to XES, additional information can be obtained on the wave vector
of the occupied states, similar to ARPES. Here, a core hole is created by
selectively promoting the core electron into an unoccupied state of a chosen
energy. Synchrotron radiation is used to induce excitations from the core
level into various parts of the conduction bands. Under certain conditions,
valence-band electrons with the same wave vector as the excited electron in
the conduction band will then contribute predominantly in the consecutive
X-ray emission process. As a result part of the band structure of the occupied
bands can be probed selectively by variation of the excitation energy.

In electron energy-loss spectroscopy (EELS) [5], transitions from the core
level into unoccupied states can be performed using the inelastic scattering
of high-energy electrons. At small scattering angles, only dipole excitations
are allowed. Therefore, starting from the C 1s level, the local partial density
of unoccupied states having C 2p character is probed. However, since there is
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a core hole in the �nal state, excitonic e�ects have to be taken into account.
When these e�ects are strong, the spectral weight at the bottom of the bands
is enhanced at the expense of the spectral weight at higher energy. Similar
information can be obtained in X-ray absorption spectroscopy (XAS) [6].
There, using synchrotron radiation, the absorption coe�cient is measured
near the threshold of a core excitation. In carbon-based materials, again, the
local partial density of unoccupied states with C 2p character is probed.

In the low-energy range of the EELS spectra, excitations from occupied
to unoccupied states are probed. In contrast to optical spectroscopy, the
measured loss function is not dominated by absorption maxima but by the
collective excitations of electrons, i.e. the plasmons [7]. The concept of plas-
mons can be introduced in a continuous-medium approximation, at least in
the long-wavelength limit. Neglecting retardation e�ects, the electric �eld, E,
and displacement vector, D, generated by a perturbation of the polarization
of the medium, satisfy the Maxwell equations r � E = 0 and r:D = 0.
In an in�nite, homogeneous material, solutions can be sought in the form
of plane waves, with frequency ! and wave vector q. The above equations
then become q �E = 0 and q:D = 0, with D = "0"(!; q)E where " is the
dielectric function of the medium. The two possible plane-wave solutions are

"(!; q) = 0 and q �E = 0 (1)

1="(; !; q) = 0 and q:D = 0 (2)

The �rst solution corresponds to longitudinal modes, the plasmons probed
in EELS. The second modes are transverse ones and these can be excited by
electromagnetic waves.

The probability per length unit that the electron loses the energy ~! and
momentum ~q in a single-scattering event is proportional to the so-called loss
function [8], the imaginary part of the inverse frequency- and momentum-
dependent dielectric function,

Im[�1="(!; q)] = "2=("
2
1 + "22) . (3)

For an anisotropic material such as graphite, " denotes q̂:�:q̂ with q̂ a unit
vector in the direction of the wave-vector transfer, and � the dielectric tensor.
The loss function has maxima when the real part Re["] = "1 is zero and
Im["] = "2 is small. That condition immediately shows that the longitudinal
modes (Eq. 1) are the ones that can be excited by a traveling electron. These
modes generate an electric �eld in the medium that interacts with the electron
through the Coulomb force eE, and this force slows the particle down. The
energy losses come from that interaction.

EELS has the advantage to provide information on the dielectric function
of the sample over a broad frequency interval. Kramers-Kronig analysis can
then be used, which allows one to determine Re[�1="(!; q)], the dielectric
function "1+ i"2, and the optical constants from the measured loss function.
Furthermore, performing angular resolved measurements, the wave vector
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Fig. 2. Photoemission spectra
of graphite and annealed multi-
wall carbon nanotubes recorded
with a photon energy of 40.8 eV.
(from Ref. [10])

and consequently the wavelength of the excitations can be varied. In terms
of optical spectroscopy, not only vertical but also non-vertical transitions
can be excited. Because EELS is performed with high-energy electrons (E �
200keV) in transmission through free-standing samples with a thickness of
�0.1�m, this technique, like optical absorption spectroscopy, is not surface
sensitive.

3 Graphite and C60

As an illustration of results which can be derived using techniques described
in the previous section, we present now some spectroscopic results on quasi
two-dimensional graphite and the quasi zero-dimensional fullerene C60 (for
a recent review on fullerenes, see Ref. [9]). These results on graphite and
C60 will help to understand the electron spectroscopy results on the quasi
one-dimensional carbon nanotubes.

PES spectra of graphite [10] are shown in Fig. 2. For EB < 7.5 eV, the
spectral weight is mainly caused by the density of occupied �-states. Here
we see a linear increase of intensity with increasing binding energy followed
by a maximum at EB � 3 eV in agreement with LDA band structure calcu-
lations [12]. The spectral weight at higher binding energies with a peak at
7.5 eV is mainly caused by the density of states of the occupied �-bands.

In Fig. 3 we show ARPES and ARIPES data of occupied and unoccupied
bands of graphite, respectively, together with LDA band-structure calcula-
tions [1]. We focus our discussion primarily on the �-bands. A simple tight-
binding calculation of a single graphene sheet yields a total width of the
�-bands of 60 were 0 is the pp� hopping integral between two carbon sites.
This calculation also yields a at band region near the M -point in the Bril-
louin zone, near EB = �0 for both the occupied � and unoccupied �� states.
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IPES

PES

Fig. 3. Angular resolved
photoemission and inverse
photoemission spectroscopy
of graphite. The inverse pho-
toemission data have been
obtained from highly oriented
pyrolytic graphite. Therefore,
the �M and �K directions
are indistinguishable. Solid
line: band-structure calcula-
tions [11]. (from Ref. [1])

In a real graphite crystal, there is a small splitting of the bands due to the
weak van der Waals interaction between the graphene layers. The at band
region causes a maximum (van Hove singularity) in the density of states [12],
which is also detected in the PES spectrum at EB � 3 eV (see Fig. 2). The
binding energy of this maximum, the energy separation of the two at band
regions E = 5 eV = 20 and the total width of the � bands W = 15 eV = 60
yields a hopping integral for the � electron between C atoms of 0 � 2.5 eV.
However, a somewhat larger value, 3.1 eV, is needed to reproduce the �ne
details of the graphite band structure [13]. The gap between the � and the
�� band is about 9 eV and the total width of the � bands is of the order of
40 eV.

Figure 4 displays a PES spectrum of solid C60, which is quite di�erent from
that of graphite [14]. What is striking is the sharp and well separated features
which correspond to the highly degenerate molecular levels of C60 [15]. Since
the interaction between the C60 molecules is about 50 times smaller than
the intra-ball hopping integral, the broadening of the molecular levels in the
solid is rather small. This is in agreement with band structure calculations
which yield a width of the molecular-level derived bands of about 0.5 eV [16].
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A further broadening observed in the PES spectra is due to excitations of
phonons and probably also due to a multiplet splitting. The features for
EB < 5 eV can be interpreted by molecular levels having predominantly �
character. At higher binding energies, also � molecular orbitals contribute
to the spectral weight. The comparison of the PES spectra of graphite and
C60 clearly demonstrates the di�erence between a quasi two-dimensional and
a quasi zero-dimensional system. In the former case, wide �-bands are ob-
served, while in the latter, the density of states is dominated by only slightly
broadened molecular levels.

Fig. 4. Left-hand panel: Photoelectron spectrum of solid C60. The excitation energy
was h� = 21.2 eV. Right-hand panel: C 1s excitation spectrum of solid C60 measured
with EELS (from Ref. [14])

In Fig. 5 we show XES spectra of graphite and C60, which also should
provide information on the occupied density of states [17]. The shape of the
XES spectrum of graphite is rather similar to that of the PES spectrum shown
in Fig. 4. For solid C60, more pronounced features appear near 280 and 282 eV
due to the quasi molecular electronic structure of this material. This is also
observed for the unoccupied states which are probed by transitions from the
C 1s core level to the unoccupied states.

An EELS spectrum of graphite is presented in Fig. 6f. One maximum is ob-
served at 285 eV, corresponding to transitions into unoccupied �� states [18].
The width of this resonance is considerably reduced compared to the width
of the unoccupied �� band. This comes from an excitonic enhancement of the
spectral weight at the bottom of the �� band [19]. Above 291 eV, core-level
excitations to the unoccupied �� bands take place. In C60 (Fig. 4, right-hand
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Fig. 5. X-ray emission spectra
of carbon nanotubes (heavy
line), graphite (light line)
and solid C60 (dotted curve).
(from Ref. [17])

panel) [14], four features corresponding to unoccupied �� molecular levels are
present below the �� onset at 291 eV.

Finally we come to valence band excitations recorded by EELS. In Fig. 7
(left �gure) we show the loss function (Eq. 3) of graphite together with the
real and the imaginary part of the dielectric function ("1(!; q) and "2(!; q))
derived from a Kramers Kronig analysis [5]. The data were taken at a small
wave vector parallel to the graphene sheets (small scattering angle), q =
0.1�A�1, which is much smaller than the Brillouin zone. In this case the data
are comparable to optical data derived previously from reectivity measure-
ments [20]. In this geometry, the in-plane component of the graphite dielectric
tensor is probed. Its imaginary part, "2, which is related to absorption, shows
a Drude-like tail at low energy due to the small concentration of free carriers
(electrons and holes). The tail is followed by an oscillator resonance at 4 eV.
The latter corresponds predominantly to a � { �� transition between the
at band regions at the M -point [21]. The second peak in "2 near 12 eV is
predominantly caused by � { �� transitions. The �-resonance at 4 eV causes
a zero-crossing of "1 near 6 eV where "2 is small and, therefore, the loss func-
tion (Eq. 3) shows a maximum there, i.e. a plasmon is observed. Since this
plasmon is related to a � { �� interband transition, we call this plasmon an
interband plasmon or a �-plasmon. When turning to higher wave vectors, i.e.,
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Fig. 6. C 1s and K 2p exci-
tation spectra of: (a) interca-
lated graphite KC8; intercalated
SWNTs with C/K ratio of (b)
7� 1; (c) 16 � 2, and 34 �
5; (e) pristine SWNTs, and (f)
graphite. (from Ref. [18])

going from vertical transitions to non-vertical transitions, the energy of the
transitions from � to �� states increases and therefore the �-plasmon shows
dispersions to higher energies.

The second peak in the loss function of graphite at 27 eV is caused by
the zero-crossing of "1 near 25 eV. This zero-crossing is related both to the
number of valence electrons and to the energy of the � { �� and, predomi-
nantly, of the � { �� transitions. Since this plasmon involves all the valence
electrons, it is called the �+� plasmon. Using a simple Lorentzian model for
the dielectric function,

"(!) = 1 +
!2p

!20 � !2 � i!
(4)

yields for the plasmon energy E0p =
q
E2
0 +E2

p where E0 = ~!0 is the os-

cillator energy,  is a damping frequency, and Ep = ~
p
ne2=m"0 is the free-

electron plasmon energy, with the valence electron density n and e�ective
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Fig. 7. Electron energy loss function Im[�1="], and the real ("1) and imaginary ("2)
parts of the dielectric function of graphite and solid C60. (from Ref. [5] and [22])

mass m. This relation clearly shows that the dispersion of the �+� plasmon
as a function of the wave vector is not only determined by the free electron
plasmon dispersion Ep(q) = Ep(0) +�~2q2=m with � = (3=5)EF =Ep(0), but
also by the wave-vector dependence of the � and the � oscillators, i.e., mainly
the � { �� transition.

For solid C60 the loss function (see Fig. 7 right-hand �gure) [22] shows
di�erences when compared to graphite. There is a gap of 1.8 eV followed by
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several � { �� transitions between the well-separated molecular levels having
�-electron character. Following the same argumentation as for graphite, these
� oscillators now cause several � plasmons in the energy range 1.8 to 6 eV,
although "1 does not vanish in that interval. The last peak at 5 eV has the
highest intensity because "2 is smaller there. In addition, there are several �
{ �� transitions which cause an almost zero-crossing of "1 near 22 eV, leading
to a wide maximum in the loss function, i.e. the � + �-plasmon [23]. As
mentioned before, the molecular orbital levels are only slightly broadened by
the interaction between the C60 molecules, which implies that the �-electrons
are strongly localized on the molecules. Therefore, there is almost no wave-
vector dependence of the energy of the � { �� transitions, and consequently
no dispersion of the �-plasmons is detected [22].

4 Occupied states of carbon nanotubes

To illustrate the problems of the surface contamination encountered in PES
spectroscopy of carbon nanotubes, we show in Fig. 8 wide-range X-ray in-
duced PES [24] of a �lm of puri�ed SWNTs. The dominant feature at
284.5 eV corresponds to the C 1s level. The binding energy is close to values
observed in graphite and fullerenes. In addition, strong contaminations with
O, N and Na are detected which show up by the O 1s, OKLL (Auger Peak),
N 1s and Na 1s levels, respectively. After annealing the sample in UHV at
1000�C, most of these contaminants have disappeared. However, small Ni
and Co contamination from the catalyst remains, as indicated by the low
intensity Ni 2p and Co 2p lines.

In Fig. 9 we show PES spectra of annealed SWNT �lms taken with the
photon energies h� = 21.2 and 40.8 eV. For the higher energy photons, the
PES spectrum is quite similar to the graphite spectrum shown in Fig. 2. A
peak is observed at EB = 2.9 eV which can be assigned to a large density
of states of the � states near EB = 0 (see Fig. 11 below). A further peak
is observed at EB = 7.5 eV caused by a large density of � states. For h� =
21.2 eV, the C 2s states at lower EB are more pronounced.

Of particular interest is the question whether a Fermi edge can be ob-
served from the metallic tubes. For one-dimensional systems, important de-
viations from Fermi liquid theory or even its breakdown is expected. Theoret-
ical works predict a Luttinger liquid model in which the spectral weight close
to the Fermi level should be suppressed [25]. Recent transport measurements
indicate a Luttinger-liquid behavior in metallic SWNTs [26] and MWNTs
as well [27]. The parameters derived from these measurements would lead
to a considerable suppression of the spectral weight near EF . In the experi-
ment, a clear Fermi edge is observed which, however, is probably due to small
metallic catalyst particles (Ni and Co) that are also detected in the core level
spectra. Further information on the occupied density of states of SWNTs is
obtained from XES spectra, which are shown in Fig. 5, along with the spectra
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Fig. 8. X-ray induced photoelectron spectra of puri�ed single-wall carbon nan-
otubes (a) without annealing and (b) after annealing at 1000�C. (from Ref. [24])

Fig. 9. Photoelectron spectra of annealed SWNT using a photon energy of h� =
21.2 eV (�, shifted vertically for more clarity) and 40.8 eV (�). The inset gives results
for low binding energies on an expanded scale. (from Ref. [24])
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for C60 and micro-crystalline graphite for comparison [17]. The overall shape
of the spectral pro�le is intermediate between graphite and C60, in particular
close to 282 eV. A closer inspections, however, yields better agreement be-
tween graphite and SWNTs than between C60 and SWNTs. This observation
indicates that the nanotubes are closer to graphite than to C60 fullerite.

Some information on the band dispersion in SWNTs can be obtained from
RIXS [17]. The corresponding spectra are shown in Fig. 10. In the spectra
excited at 285 eV (bottom curve), the broad feature at 270 eV emission energy,
labeled B, is due to emission from the lowest two occupied bands at the K
point, corresponding to states around 13 eV below EF in the band structure
shown in Fig. 3. The reason for this assignment comes from the fact that
the lowest excited states just above EF , which can be reached with photons
of 285 eV, are also located at the K point, and because the wave vector
is conserved. Similarly, the peak labeled A can be assigned to occupied �-
bands close to the K point. With increasing excitation energy the feature A
moves to lower energy both for graphite and SWNTs, which is expected for
a dispersive �-band (see Fig. 3). Regarding the structure of SWNTs, it is not
surprising that the occupied density of states and the data for the �-band
dispersion of SWNTs is very close to that of graphite. Each SWNT can be
thought of as a single graphene layer that has been wrapped into a cylinder
with a diameter of about 1.5nm.

In Fig. 2 we show PES data for annealed MWNTs together with data for
graphite. Again the di�erence between the two materials is rather small. Since
the MWNTs consist of several graphene layers wrapped up into concentric
layers, this close similarity of the electronic structure of the two systems is
expected.

On the other hand, a closer look at the structure would indicate di�er-
ences in the electronic structure between graphite and carbon nanotubes.
Firstly, there is a quantum con�nement e�ect perpendicular to the axis of
the tube. The wave function of the rolled-up graphene sheet has to satisfy
periodic boundary conditions around the circumference. Hence the compo-
nent of the Bloch wave vector perpendicular to the axis, k?, can only assume
discrete values. This means also that discrete energy values for the k? val-
ues are allowed [28]. Therefore, the electronic structure might be regarded
as molecular-like in the circumferential direction. This molecular electronic
structure for k perpendicular to the axis leads to van Hove singularities in
the density of states [29], not encountered in that of graphite. The calcu-
lated density of states of the semiconducting (12,8) and the metallic (10,10)
and (16,4) nanotubes are shown in Fig. 11. The above-mentioned van Hove
singularities are clearly recognized.

Regarding the PES data shown in Fig. 9 that were recorded with an en-
ergy resolution of 0.1 eV, one does not see the expected occupied van Hove
singularities that should appear near 0.3, 0.6 and 1.2 eV for the semiconduct-
ing SWNTs, and at 0.9 eV for the metallic tubes. These singularities have
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Fig. 10. Resonant inelastic X-ray scattering spectra of single-wall carbon nanotubes
(heavy line) and non-oriented graphite (light line). The photon energies (indicated
by the arrows) used for the excitation are 285.0, 285.8, 286.2, 286.6 and 289.0 eV
(from bottom to top). The raw data were corrected for the incoherent scattering
and di�use reection (from Ref. [17])
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a b

Fig. 11. (a) Calculated electronic density of states (states/eV/atom) of three di�er-
ent nanotubes derived from tight binding (0 = 2.75 eV): (12,8) (full curve), (10,10)
(dashed curve) and (16,4) (dotted curve). (b) Arithmetic average of the densities of
states of the 7 nanotubes with indices (10,10), (11,9), (12,8), (13,7), (14,6), (15,5),
and (16,4). These calculations involve both � and � states [30].

clearly been observed on individual nanotubes by scanning tunneling spec-
troscopy [31,32] and also through resonant Raman scattering [33,34]. The
sample used in Fig. 9 comprised di�erent kinds of SWNTs, including a dis-
tribution of diameters and chiralities. It is now well established from various
di�raction experiments that a rope of SWNTs can mix tubes with di�erent
helicities [35], and the nanotube diameters may vary from one rope to the
other within some limits [36]. Taking an average of the densities of states
of di�erent nanotubes brings them closer to graphite. This e�ect is clearly
shown in Fig. 11b, which represents the arithmetic mean of the densities of
states of 7 nanotubes with wrapping indices (10,10), (11,9) ... (15,5), (16,4)
and diameters 1.4 �0.03nm. The averaging process and the small broadening
of the densities of states used in the calculations (0.1 eV) washed out most
of the one-dimensional van Hove singularities of the individual nanotubes. In
the experiment, the peaks are possibly broadened by photon excitations, as
is also observed in PES spectra of fullerenes. Defects and correlation e�ects
may also broaden the spectral weights related to these singularities.

In MWNTs, which have diameters of the order of 10 nm, the van Hove
singularities should appear at considerably lower energy [27]. In this case it is
clear that they cannot be detected in the PES spectrum. In e�ect, Fig. 2 show
experimental PES data of annealed MWNTs together with data of graphite.
Again the di�erence between the two materials is rather small. Since the
MWNTs consist of several graphene layers wrapped up into concentric layers,
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this close similarity between the electronic structures of the two systems is
expected.

5 Unoccupied states of carbon nanotubes

There is only little information presently available from electron spectro-
scopies on the unoccupied density of states of carbon nanotubes. Only core
level C 1s EELS [18] and XAS [17] data on SWNTs have been reported. In
Fig. 6e we show C 1s excitation spectra recorded by EELS in transmission.
As in graphite (see Fig. 6f) the �rst peak at 285 eV corresponds to transitions
into unoccupied ��-states while above 292 eV mainly unoccupied ��-states
are detected. Since in graphite the maximum of the density of states 2.5 eV
above EF is strongly shifted to lower energy due to the interaction with the
core hole, the maximum appears at 1 eV above threshold. Probably the same
happens in the SWNT spectra. The unoccupied van Hove singularities should
appear at 0.3, 0.6 and 1.2 eV above threshold for the semiconductors, and at
0.9 eV above threshold for the metallic SWNTs. However, in this energy range
the spectral weight is dominated by the peaked �� density of states, which is
shifted to lower energies. Therefore, no details of the unoccupied density of
states near the Fermi level could be detected in the EELS spectra, although
the energy resolution in these experiments was 0.1 eV. The origin of the small
peak at 287 eV which does not appear in all samples, is at present unclear.

6 Excited states on carbon nanotubes

In this section we review valence-band excitations recorded by momentum
dependent EELS measurements on transmission [37]. In Fig. 12 we show the
loss functions of puri�ed SWNTs for various momentum transfers, q. The
wide energy-range loss function for q = 0.15�A�1 is shown in the insert. Simi-
lar to graphite, a �-plasmon is detected at 5.2 eV and a �+�-plasmon appears
at 21.5 eV. The same plasmon energies have been reported from EELS spec-
tra recorded using a transmission electron microscope [38]. The reason for
the lower energy of the � + �-plasmon compared to that of graphite partly
comes from the fact that the carbon density, and therefore the electron den-
sity which determines the free electron plasmon energy, Ep, is smaller (see
Sect. 3). But also, unlike the case of planar graphite, the wave-vector transfer
q is tangential to some parts of the nanotube and normal to other parts,
simply due to curvature. The anisotropy of the graphene layer is responsible
for a down shift of the plasmon energy as compared to graphite. This in-
terpretation is supported by theoretical calculations of EELS spectra based
on atomic, discrete-dipole excitations in hyper-fullerenes [39]. The inuence
of the layer anisotropy on the plasmon excitation spectrum has clearly been
demonstrated in the case of multi-shell systems [40,41].
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Fig. 12. The magnitude of the loss function of puri�ed single-wall carbon nanotubes
for various momentum transfers q. The inset shows the loss function over a larger
energy range for q = 0.15 �A�1. (from Ref. [37])
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Coming back to Eq. 1, the dielectric function of the nanotube sample is
best de�ned for a crystalline arrangement of identical tubes, such as real-
ized in a close-packed rope. A Lindhardt-like formula for "(!; q) can then be
determined and the plasmons come out of the calculations as the zeros of
the real part of it. Such calculations have been performed for the � electrons
described by a tight-binding Hamiltonian, while ignoring the inter-tube cou-
pling [42,43]. When the electric �eld is parallel to the nanotube axis, the real
part of the long-wavelength dielectric function, "1(!), is shown to vanish for
a special energy ~! close to 20 � 6 eV [42]. The corresponding longitudi-
nal mode is the �-plasmon. Its excitation energy is independent on the tube
diameter and chirality [44].

The momentum-dependent measurements (Fig. 12) show a strong disper-
sion of the �-plasmon, similar to that of graphite. As discussed in Sect. 3,
this plasmon is related to a � { �� interband transition near 5 eV, and there-
fore the dispersion indicates dispersive bands of delocalized �-electrons as in
graphite. This dispersion can only occur along the SWNT axis and therefore
the �-plasmon at 5.2 eV is related to a collective oscillation of �-electrons
along the tube. On the other hand, the low-energy peaks at 0.85, 1.45, 2.0,
and 2.55 eV show no dispersion as a function of the momentum transfer,
similar to the �-plasmons in solid C60 (see the discussion in Sect. 3). This
indicates that the low-energy maxima are related to excitations of localized
electrons. It is tempting to attribute these excitations to collective excitations
around the circumference of the tubes. The interband transitions which cause
these peaks are then related to transitions between the van Hove singularities
shown in Fig. 11a. In this view, the lowest two peaks appear as due to semi-
conducting tubes while that at 2.0 eV can be assigned to metallic tubes. This
is also supported by regarding the data of "2 derived from Kramers-Kronig
analysis (not shown). Peaks are detected at 0.65, 1.2 and 1.8 eV, which are
close to the energy distance between van Hove singularities of semiconducting
and metallic SWNTs in the tube diameter range relevant here. Measurements
of the occupied and unoccupied density of states by scanning tunneling spec-
troscopy are in agreement with these results [31,32]. From the intensity of the
transitions, one can immediately conclude that about two third of the tubes
are semiconducting while one third is metallic. Later on, transitions between
the van Hove singularities have also been observed at 0.68, 1.2 and 1.8 eV
with higher energy-resolution by optical absorption measurements [45,46],
which agree very well with the positions of the "2(!) peaks.

The "2 data (not shown) or the optical absorption data are in a �rst ap-
proximation a measure of the joint density of states averaged over all existing
SWNT structures existing in the sample. From band-structure calculations,
it was predicted that the gap in the semiconducting samples or generally
the energy distances between the van Hove singularities are inversely propor-
tional to the diameter of the SWNTs [47,48]. This was con�rmed by scan-
ning tunneling microscopy and spectroscopy measurements [31,32,49]. Then
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the energies of the transitions yield information on the mean diameter of the
tubes in the sample. The fact that well-de�ned peaks are observed in the
loss function or in the optical absorption indicates a narrow diameter distri-
bution, as otherwise the energetically di�erent interband transitions would
wash out the maxima like in Fig. 11b.

On the other hand, recent high-resolution optical measurements have de-
tected a �ne structure of the absorption lines [46]. This is illustrated in Fig. 13
where typical optical absorption data of the �rst three low-energy lines are
shown as a function of the synthesis temperature. Peaks A and B correspond
again to transitions between van Hove singularities in semiconducting tubes,
while peak C corresponds to an excitation of metallic tubes. With increasing
growth temperature, the mean energy of the three peaks are shifted to lower
energies, i.e. the mean diameter of the tubes increases with increasing syn-
thesis temperature. Moreover, the peaks clearly show a �ne structure which
is more pronounced in the high-energy peaks (C). The energy position of
the vast majority of the sub peaks remained constant within the resolution
limit for all synthesis conditions studied. This points to the fact that the
investigated material consists of nanotubes with a discrete number of diame-
ters grouped around preferred values independent of variations of the process
parameters. Furthermore, it was found that the positions of the sub peaks
are equidistantly separated on the diameter scale with nearly the same val-
ues of �d for both semiconducting and metallic SWNTs. Such an equivalent
spacing between nanotube diameters (�d � 0.07 nm), common to both semi-
conducting and metallic SWNTs, can be realized for nanotubes close to the
(n; n) armchair geometry. Provided there are no selection rules to favor spe-
cial helicities, this observation indicates a preferred formation of SWNTs in
the vicinity to the armchair con�guration. This result certainly needs further
investigations, since recent electron-di�raction experiments have revealed a
uniform distribution of helicity in the ropes [35], except perhaps on rare occa-
sions where a preferred armchair arrangement was detected [50]. If con�rmed,
the analysis discussed here clearly shows that the energy of the excited states,
in particular the interband excitations between van Hove singularities, �rst
detected by EELS measurements [37] yields valuable information not only on
the mean diameter but also on the helicity of SWNT material.

In the following we focus again on the dispersion data of the plasmons
of SWNTs which are summarized in Fig. 14, together with similar data on
graphite. The dispersions of the �- and the �+�-plasmons of both materials
look similar. Graphite is a three-dimensional solid, since the Coulomb inter-
plane interaction is comparable to the intraplanar interaction. As for SWNTs,
the individual tubes form bundles having diameters of about 10nm. Up to
100 SWNTs are located on an hexagonal lattice in a section perpendicular to
the bundle, and the distance between the tubes is comparable to the inter-
sheet distance in graphite. Such a rope can be described as an e�ective bulk
medium in the spirit of, for instance, the Maxwell{Garnett theory [51]. With
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Fig. 14. Dispersion of the �-
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and of the excitations due to in-
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otubes. For comparison, the dis-
persion of the �- and �- plas-
mons in graphite for momentum
transfers parallel to the planes is
included (�). (from Ref. [37])

such an e�ective dielectric function at hand, Eq. 1 predicts a plasmon dis-
persion typical of a three-dimensional material. This explains why the quasi
two-dimensional graphite system and the quasi one-dimensional SWNT sys-
tems show a dispersion like in three-dimensional solids.

On an isolated nanotube, by contrast, theoretical calculations [52,53]
predict a plasmon frequency which vanishes with decreasing wave vector,
but only for this mode that has full rotational symmetry, whereas in three-
dimensions, ~!(q) approaches a �nite value at zero q. The �- and �-plasmons
in an isolated MWNT are also predicted to behave the same way, however,
with a crossover from 1D (low q corresponding to a wavelength larger than
the nanotube diameter) to 3D (large q) [54]. Strictly speaking, this acoustic
behavior applies to free-electron like materials, which the undoped nanotubes
are not. In the tight-binding picture, the �-plasmon of a SWNT has a �nite
energy at q = 0, of the order of 20 as mentioned above. This optical-like
character of the nanotube plasmon is further reinforced in a bundle [55].
Here, the plasmon frequency depends on both the parallel and perpendicular
components of the transferred wave vector, and it decreases with decreasingq
q2? + q2k, as observed experimentally.
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Fig. 15. Plot of the normal-
ized EELS intensity vs energy
showing the dispersion of the �-
plasmon (indicated by the ar-
row) of annealed multi-wall car-
bon nanotubes for various val-
ues of momentum transfers. The
inset shows the loss function
over a wider energy range. (from
Ref. [56] and [57])

At the end of this section we discuss studies of the plasmons of MWNTs

with an inner diameter of 2.5 { 3 nm and an outer diameter of 10 { 12nm,
thus consisting of 10 { 14 layers. In Fig. 15 we show the �-plasmon for various
momentum transfers [56,57]. In the inset, the loss function for q = 0.1�A�1 is
shown in a larger energy range. For q = 0.1�A�1, the �-plasmon is near 6 eV
while the �+�-plasmon is near 22 eV. No low-energy excitations are observed
due to the larger tube diameter and the corresponding smaller energy of the
van Hove singularities. For q > 0.1�A�1, the plasmon energies are intermediate
between those of graphite and SWNTs. For small momentum transfers, the
�+�-plasmon of the MWNTs shows a decrease in energy, as in the SWNTs.
Contrary to the EELS behavior in SWNTs, a strongly decreasing �-plasmon
energy is observed in this momentum range, which could be explained by a
transition from three-dimensional behavior to one-dimensional behavior with
decreasing momentum transfer, as already discussed before.

Recently, EELS spectra of an isolated MWNT have been obtained in a
scanning transmission electron microscope, in a well-de�ned geometry [58,59].
Here an electron beam of nanometer diameter is used in near-perpendicular
orientation with respect to the nanotube axis. The EELS spectrum is recorded
as a function of the impact parameter and the evolution of the loss peaks is
traced against this parameter. If, in the experiments, the �-plasmon remained
near 6 eV, insensitive to the impact parameter, the �+�-plasmon shifted from
27 eV (graphite like) for a near-zero impact parameter to about 23 eV when
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the beam came closer to a nanotube edge. The interpretation of the shift
is that a beam passing through the center of the nanotube probes the in-
plane component of the dielectric function of graphite, whereas the o�-center
beam probes the out-of-plane component [44]. The real parts of the corre-
sponding dielectric components of graphite do not vanish at the same energy,
and therefore there is a shift of the plasmon position with increasing impact
parameter. This is an e�ect of the graphite dielectric anisotropy mentioned
above.

7 Intercalated single-wall nanotubes

Right after the discovery of SWNTs it was clear that one should try to inter-
calate these materials, in analogy with the well-known examples of graphite
intercalation compounds (GICs) and of C60. Consequently, a decrease of the
resistivity by one order of magnitude has been detected when SWNTs were
exposed to potassium (or bromine) vapors [60]. The intercalation of the bun-
dles by K can be followed by electron di�raction [18]. Upon successive inter-
calation, the �rst Bragg peak, the so-called rope-lattice peak, characteristic
of the nanotube triangular lattice, shifts to lower momentum. This is con-
sistent with an expansion of the inter-nanotube spacings concomitant with
intercalation in between the SWNTs in the bundle.

The maximal intercalation can be derived from the intensity of the C 1s
and K 2p excitations recorded by EELS [18] (see Fig. 6). A comparison with
data of KC6 GICs also shown in Fig. 6 yields the highest concentration of
C/K � 7 for SWNTs intercalated to saturation, which is essentially a similar
value as for stage I GIC KC8. Like in K-intercalated graphite compounds, the
�lling of unoccupied ��-states by K4s electrons cannot clearly be detected in
the C 1s spectra (see Fig. 6) [61], since excitonic e�ects yield deviations of
the measured spectral weight compared to the density of states (see Sect. 3).

To discuss the changes of the conduction-band structure upon intercala-
tion, we show in Fig. 16 the loss function of K-intercalated SWNTs for two
di�erent concentrations together with that of GIC KC8 [61]. For the latter
compound, besides the bound �-plasmon, a charge carrier plasmon due to
the �lled �� bands is observed at about 2.5 eV. In the case of the interca-
lated SWNTs, the low-energy features cannot be satisfactorily described by
a charge carrier plasmon alone. The introduction of an additional interband
excitation located at 1.2 eV is necessary. Taking into account the previous
discussion on undoped SWNTs, this excitation corresponds to the second
transition between the van Hove singularities of the semiconducting SWNTs.
In this view, the �rst transition at 0.6 eV has disappeared by the �lling of
the lowest unoccupied van Hove singularity due to K4s electrons transfered
to the nanotubes, which lead to a shift of the Fermi level. A �lling of these
states and a related disappearance of the corresponding interband transitions
upon intercalation has been also observed in optical spectroscopy [34,62,63].
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Fig. 16. Loss function at a mo-
mentum transfer of 0.15 �A�1

for (a) GIC KC8; intercalated
SWNTs with C/K ratios (b) 7
� 1 and (c) 16 � 2. The solid
lines represent a �t of a Drude{
Lorentz model (from Ref. [18])

Within a Drude{Lorentz model (Eq. 4 generalized to include several oscilla-
tors), the low-energy features can be explained by a charge carrier plasmon
in addition to the remaining interband transitions between the van Hove sin-
gularities, and the �-plasmon. The unscreened energy of the charge carrier
plasmon in KC7 SWNTs is 1.85 eV and 1.2 eV in KC16 [18]. This plasmon is
responsible for the peaks observed in the loss function near 0.8 and 0.6 eV,
respectively. From the data shown in Fig. 16, an e�ective mass of the charges
carriers has been derived that is about 3.5 times that of the GIC KC8. This
e�ect could be considered to follow naturally from the back-folding of the
graphene band structure, which occurs on the wrapping of a graphene sheet
to form a SWNT. In addition, the damping of the charge carrier plasmon in
the fully intercalated bundles of SWNTs is about twice as large as in fully
intercalated graphite. This can be ascribed to a considerable disorder in the
nanotube system. From the scattering rates an intrinsic DC conductivity of
about 1200S/cm for the fully intercalated SWNTs could be derived. By com-
parison, a value of 3000S/cm has been reported from transport measurements
in samples doped with K under similar conditions [60].
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8 Summary

At present, there exist only a limited number of electron spectroscopy studies
on carbon nanotubes. The main reason for that is the non existence of good
crystalline materials. Nevertheless, electron spectroscopies have considerably
contributed to the understanding of the electronic structure of these new
carbon-based �-electron systems. EELS experiments performed on ropes of
SWNTs clearly revealed interband transitions between van Hove singularities
of the density of states. The intensity of these loss features unambiguously
showed that the samples mixed metallic and semiconducting nanotubes in
approximate statistical ratio 1:2. The �- and � + �-plasmon structure of
the nanotubes was shown to be similar to that of graphite with, however,
a few di�erences among which the indication of quasi-one dimensional dis-
persion, especially in multi-wall tubes. EELS made it possible to measure
the concentration of potassium in intercalated bundles. Charge transfer in
potassium-doped nanotubes was also clearly demonstrated from low-energy
EELS spectra. In addition, these methods provided information on the di-
ameter distribution and, indirectly, on the helicity of the nanotubes. Much
more detailed studies can be performed in the future when well ordered, ori-
ented and fully dense materials will become available, which even may have
a unique helicity.
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Abstract. The thermal properties of carbon nanotubes display a wide range of
behaviors which are related both to their graphitic nature and their unique struc-
ture and size. The speci�c heat of individual nanotubes should be similar to that of
two-dimensional graphene at high temperatures, with the e�ects of phonon quan-
tization becoming apparent at lower temperatures. Inter-tube coupling in SWNT
ropes, and interlayer coupling in MWNTs, should cause their low-temperature spe-
ci�c heat to resemble that of three-dimensional graphite. Experimental data on
SWNTs show relatively weak inter-tube coupling, and are in good agreement with
theoretical models. The speci�c heat of MWNTs has not been examined theoret-
ically in detail. Experimental results on MWNTs show a temperature dependent
speci�c heat which is consistent with weak inter-layer coupling, although di�erent
measurements show slightly di�erent temperature dependences. The thermal con-
ductivity of both SWNTs and MWNTs should reect the on-tube phonon structure,
regardless of tube-tube coupling. Measurements of the thermal conductivity of bulk
samples show graphite-like behavior for MWNTs but quite di�erent behavior for
SWNTs, speci�cally a linear temperature dependence at low T which is consis-
tent with one-dimensional phonons. The room-temperature thermal conductivity
of highly-aligned SWNT samples is over 200W/m-K, and the thermal conductivity
of individual nanotubes is likely to be higher still.
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1 Speci�c Heat

Because nanotubes are derived from graphene sheets, we �rst examine the
speci�c heat C of a single such sheet, and how C changes when many such
sheets are combined to form solid graphite. We then in x1.2 consider the
speci�c heat of an isolated nanotube [1], and the e�ects of bundling tubes
into crystalline ropes and multi-walled tubes (x1.3). Theoretical models are
then compared to experimental results(x1.4).

1.1 Speci�c Heat of 2-D Graphene and 3-D Graphite

In general, the speci�c heat C consists of phonon Cph and electron Ce contri-
butions, but for 3-D graphite, graphene and carbon nanotubes, the dominant
contribution to the speci�c heat comes from the phonons. The phonon con-
tribution is obtained by integrating over the phonon density of states with
a convolution factor that reects the energy and occupation of each phonon
state:

Cph =

Z !max

0

kB

�
~!

kBT

�2
e

�
~!
kBT

�
� (!) d!�

e
~!
kBT � 1

�2 ; (1)

where �(!) is the phonon density of states and !max is the highest phonon
energy of the material. For nonzero temperatures, the convolution factor is 1
at ! = 0, and decreases smoothly to a value of � 0:1 at ~! = kBT=6, so that
the speci�c heat rises with T as more phonon states are occupied. Because
�(!) is in general a complicated function of !, the speci�c heat, at least at
moderate temperatures, cannot be calculated analytically.

At low temperature (T � �D), however, the temperature dependence of
the speci�c heat is in general much simpler. In this regime, the upper bound
in Eq. (1) can be taken as in�nity, and �(!) is dominated by acoustic phonon
modes, i.e., those with ! ! 0 as k ! 0. If we consider a single acoustic mode
in d dimensions that obeys a dispersion relation ! / k�, then from Eq. (1) it
follows that:

Cph / T (d=�) (T � �D): (2)

Thus the low-temperature speci�c heat contains information about both the
dimensionality of the system and the phonon dispersion.

A single graphene sheet is a 2-D system with three acoustic modes,
two having a very high sound velocity and linear dispersion [a longitudinal
(LA) mode, with v=24km/s, and an in-plane transverse (TA) mode, with
v=18km/s] and a third out-of-plane transverse (ZA) mode that is described
by a parabolic dispersion relation, ! = �k2, with � � 6�10�7m2/s [2,3]. From
Eq. (2), we see that the speci�c heat from the in-plane modes should display
a T 2 temperature dependence, while that of the out-of plane mode should
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be linear in T . Equation (1) can be evaluated separately for each mode; the
contribution from the ZA mode dominates that of the in-plane modes below
room temperature (although the approximation is not valid above 300K).

The phonon contributions to the speci�c heat can be compared to the
expected electronic speci�c heat of a graphene layer. The unusual linear k
dependence of the electronic structure E(k) of a single graphene sheet at EF
(see Fig. 2 of [4]) produces a low-temperature electronic speci�c heat that is
quadratic in temperature, rather than the linear dependence found for typical
metals [5]. Benedict et al. [1] show that, for the in-plane modes in a graphene
sheet,

Cph
Ce

� (
vF
v
)2 � 104: (3)

The speci�c heat of the out-of plane mode is even higher, and thus phonons
dominate the speci�c heat, even at low T , and all the way to T = 0.

Combining weakly interacting graphene sheets in a correlated stacking
arrangement to form solid graphite introduces dispersion along the c-axis, as
the system becomes three-dimensional. Since the c-axis phonons have very
low frequencies, thermal energies of �50K are su�cient to occupy all ZA
phonon states, so that for T > 50K the speci�c heat of 3-D graphite is
essentially the same as that of 2-D graphene. The crossover between 2-D and
interplanar coupled behavior is identi�ed as a maximum in a plot of Cph
vs. T 2 [6,7]. We will see below that this type of dimensional crossover also
exists in bundles of SWNTs. The electronic speci�c heat is also signi�cantly
changed in going from 2-D graphene to 3-D graphite: bulk graphite has a
small but nonzero density of states at the Fermi energy N(EF ) due to c-axis
dispersion of the electronic states. Therefore 3-D graphite displays a small
linear Ce(T ), while Cph has no such term. For 3-D graphite, the phonon
contribution remains dominant above �1K [8,9].

1.2 Speci�c Heat of Nanotubes

Figure 1 shows the low-energy phonon dispersion relations for an isolated
(10,10) nanotube. Rolling a graphene sheet into a nanotube has two major
e�ects on the phonon dispersion. First, the two-dimensional band-structure
of the sheet is collapsed onto one dimension; because of the periodic boundary
conditions on the tube, the circumferential wavevector is quantized and dis-
crete `subbands' develop. From a zone-folding picture, the splitting between
the subbands at the � point is of order [1]

�E = kB�subband � ~v

R
; (4)

where R is the radius of the nanotube and v is the band velocity of the rele-
vant graphene mode. The second e�ect of rolling the graphene sheet is to re-
arrange the low-energy acoustic modes. For the nanotube there are now four,
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Fig. 1. Low-energy
phonon dispersion re-
lations for a (10,10)
nanotube. There are
four acoustic modes: two
degenerate TA modes
(v = 9km/s), a `twist'
mode (v = 15 km/s),
and one TA mode
(v = 24 km/s) [3]. The
inset shows the low-
energy phonon density
of states of the nan-
otube (solid line) and
that of graphite (dashed
line) and graphene
(dot-dashed line). The
nanotube phonon DOS is
constant below 2.5meV,
then increases stepwise
as higher subbands enter;
there is a 1-D singularity
at each subband edge

rather than three, acoustic modes: an LA mode, corresponding to motion
of the atoms along the tube axis, two degenerate TA modes, corresponding
to atomic displacements perpendicular to the nanotube axis, and a `twist'
mode, corresponding to a torsion of the tube around its axis. The LA mode
is exactly analogous to the LA mode in graphene. The TA modes in a SWNT,
on the other hand, are a combination of the in-plane and out-of-plane TA
modes in graphene, while the twist mode is directly analogous to the in-
plane TA mode. These modes all show linear dispersion (there is no nan-
otube analogue to the ZA mode) and high phonon velocities: vLA = 24km/s,
vTA = 9km/s, and vtwist = 15km/s for a (10,10) tube [3]. Because all of the
acoustic modes have a high velocity, the splitting given in Eq. (4) corresponds
to quite high temperatures, on the order of 100K for a 1.4 nm-diameter tube.
In the calculated band structure for a (10,10) tube, the lowest subband enters
at �2.5meV (30K), somewhat lower in energy than the estimate given by
Eq. (4).

The inset to Fig. 1 shows the low-energy phonon density of states �(!) of
a (10,10) nanotube (solid line), with �(!) of graphene (dot-dashed line) and
graphite (dashed line) shown for comparison. In contrast to 2-D graphene
and 3-D graphite, which show a smoothly-varying �(!), the 1-D nanotube
has a step-like �(!), which has 1-D singularities at the subband edges. The
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markedly di�erent phonon density of states in carbon nanotubes results in
measurably di�erent thermal properties at low temperature.

At moderate temperatures, many of the phonon subbands of the nanotube
will be occupied, and the speci�c heat will be similar to that of 2-D graphene.
At low temperatures, however, both the quantized phonon structure and the
sti�ening of the acoustic modes will cause the speci�c heat of a nanotube to
di�er from that of graphene. In the low T regime, only the acoustic bands will
be populated, and thus the speci�c heat will be that of a 1-D system with a
linear !(k). In this limit, T � ~v=kBR, Eq. (1) can be evaluated analytically,
yielding a linear T dependence for the speci�c heat [1]:

Cph =
3k2BT

�~v�m
� �2

3
; (5)

where �m is the mass per unit length, v is the acoustic phonon velocity,
and R is the nanotube radius. Thus the circumferential quantization of the
nanotube phonons should be observable as a linear C(T ) dependence at the
lowest temperatures, with a transition to a steeper temperature dependence
above the thermal energy for the �rst quantized state.

Turning to the electron contribution, a metallic SWNT is a one-dimensional
metal with a non-zero density of states at the Fermi level. The electronic spe-
ci�c heat will be linear in temperature [1]:

Ce =
4�k2BT

3~vF �m
; (6)

for T � ~vF =kBR, where vF is the Fermi velocity and �m is again the mass
per unit length. The ratio between the phonon and the electron contributions
to the speci�c heat is [1]

Cph
Ce

� vF
v
� 102; (7)

so that even for a metallic SWNT, phonons should dominate the speci�c heat
all the way down to T = 0. The electronic speci�c heat of a semiconducting
tube should vanish roughly exponentially as T ! 0 [10], and so Ce will be
even smaller than that of a metallic tube. However, if such a tube were doped
so that the Fermi level lies near a band edge, its electronic speci�c heat could
be signi�cantly enhanced.

1.3 Speci�c Heat of SWNT ropes and MWNTs

As was mentioned above, stacking graphene sheets into 3-D graphite causes
phonon dispersion in the c direction, which signi�cantly reduces the low-T
speci�c heat. A similar e�ect should occur in both SWNT ropes and MWNTs.
In a SWNT rope, phonons will propagate both along individual tubes and
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between parallel tubes in the hexagonal lattice, leading to dispersion in both
the longitudinal (on-tube) and transverse (inter-tube) directions. The solid
lines in Fig. 2 show the calculated dispersion of the acoustic phonon modes
in an in�nite hexagonal lattice of carbon nanotubes with 1.4 nm diameter [6].
The phonon bands disperse steeply along the tube axis and more weakly in the
transverse direction. In addition, the `twist' mode becomes an optical mode
because of the presence of a nonzero shear modulus between neighboring
tubes. The net e�ect of this dispersion is a signi�cant reduction in the speci�c
heat at low temperatures compared to an isolated tube (Fig. 3). The dashed
lines show the dispersion relations for the higher-order subbands of the tube.
In this model, the characteristic energy kB�

?
D of the inter-tube modes is

(� 5meV), which is larger than the subband splitting energy, so that 3-D
dispersion should obscure the e�ects of phonon quantization. We will address
the experimentally-measured inter-tube coupling below.

The phonon dispersion of MWNTs has not yet been addressed theoreti-
cally. Strong phonon coupling between the layers of a MWNT should cause
roughly graphite-like behavior. However, due to the lack of strict registry
between the layers in a MWNT, the interlayer coupling could conceivably
be much weaker than in graphite, especially for the twist and LA modes,
which do not involve radial motion. The larger size of MWNTs, compared to
SWNTs, implies a signi�cantly smaller subband splitting energy [Eq. (4)], so
that the thermal e�ects of phonon quantization should be measurable only
well below 1K.
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1.4 Measured Speci�c Heat of SWNTs and MWNTs

The various curves in Fig. 3 show the calculated phonon speci�c heat for
isolated (10,10) SWNTs, a SWNT rope crystal, graphene, and graphite. The
phonon contribution for a (10,10) SWNT was calculated by computing the
phonon density of states using the theoretically derived dispersion curves
[3] and then numerically evaluating Eq. 1; C(T ) of graphene and graphite
was calculated using the model of Al-Jishi and Dresselhaus [12]. Because of
the high phonon density of states of a 2-D graphene layer at low energy
due to the quadratic ZA mode, 2-D graphene has a high speci�c heat at
low T . The low temperature speci�c heat for an isolated SWNT is however
signi�cantly lower than that for a graphene sheet, reecting the sti�ening
of the acoustic modes due to the cylindrical shape of the SWNTs. Below
� 5K, the predicted C(T ) is due only to the linear acoustic modes, and
C(T ) is linear in T , a behavior which is characteristic of a 1-D system. In
these curves, we can see clearly the e�ects of the interlayer (in graphite) and
inter-tube (in SWNT ropes) dispersion on the speci�c heat. Below �50K,
the phonon speci�c heat of graphite and SWNT ropes is signi�cantly below
that of graphene or isolated (10,10) SWNTs. The measured speci�c heat
of graphite [8,9] matches the phonon contribution above 5K, below which
temperature the electronic contribution is also important.

The �lled points in Fig. 3 represent the measured speci�c heat of SWNTs
[11]. The measured C(T ) agrees well with the predicted curve for individual
(10,10) nanotubes. C(T ) for the nanotubes is signi�cantly smaller than that
of graphene below �50K, con�rming the relative sti�ness of the nanotubes
to bending. On the other hand, the measured speci�c heat is larger than that



286 Hone

expected for SWNT ropes. This suggests that the tube-tube coupling in a
rope is signi�cantly weaker than theoretical estimates [6,11].
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Figure 4 highlights the low-temperature behavior of the speci�c heat. The
experimental data, represented by the �lled points, show a linear slope be-
low 8K, but the slope does not extrapolate to zero at T = 0, as would be
expected for perfectly isolated SWNTs. This departure from ideal behavior
is most likely due to a weak transverse coupling between neighboring tubes.
The measured data can be �t using a two-band model, shown in the inset.
The dashed line in Fig. 4 represents the contribution from a single (four-fold

degenerate) acoustic mode, which has a high on-tube Debye temperature �
k
D

and a much smaller inter-tube Debye temperature �?D . The dot-dashed line
represents the contribution from the �rst (doubly-degenerate) subband, with
minimum energy kB�subband. Because �subband > �?D , the subband is as-
sumed to be essentially one-dimensional. The solid line represents the sum
of the two contributions, and �ts the data quite well. The derived value for

the on-tube Debye temperature is �
k
D = 960K (80meV), which is slightly

lower than the value of 1200K (100meV) which can be derived from the
calculated phonon band structure. The transverse Debye temperature �?D is
13K (1.1meV), considerably smaller than the expected value for crystalline



Phonons and Thermal Properties 287

1

10

100

10 100

Yi et al.
Mizel et al.
Graphite
Graphene
Isolated nanotube 

C
 (

m
J/

gK
)

T (K)

MWNTs

Fig. 5. Measured spe-
ci�c heat of MWNTs
[6,13], compared to the
calculated phonon spe-
ci�c heat of graphene,
graphite, and isolated
nanotubes

ropes (5meV) or graphite (10meV). Finally, the derived value of �subband is
50K (4.3meV), which is larger than the value of 30K (2.5meV) given by the
calculated band structure [3].

Figure 5 shows the two reported measurements of the speci�c heat of
MWNTs, along with the theoretical curves for graphene, isolated nanotubes,
and graphite. Yi et al. [13] used a self-heating technique to measure the spe-
ci�c heat of MWNTs of 20-30nm diameter produced by a CVD technique,
and they �nd a linear behavior from 10K to 300K. This linear behavior
agrees well with the calculated speci�c heat of graphene below 100K, but is
lower than all of the theoretical curves in the 200-300K range. Agreement
with the graphene speci�c heat, rather than that for graphite, indicates a rel-
atively weak inter-layer coupling in these tubes. Because the speci�c heat of
graphene at low T is dominated by the quadratic ZA mode, the authors pos-
tulate that this mode must also be present in their samples. As was discussed
above (x1.1,1.2), such a band should should not exist in nanotubes. However,
the phonon structure of large-diameter nanotubes, whose properties should
approach that of graphene, has not been carefully studied. Mizel et al. report
a direct measurement of the speci�c heat of arc-produced MWNTs [6]. The
speci�c heat of their sample follows the theoretical curve for an isolated nan-
otube, again indicating a weak inter-layer coupling, but shows no evidence
of a graphene-like quadratic phonon mode. At present the origin of the dis-
crepancy between the two measurements is unknown, although the sample
morphologies may be di�erent.
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2 Thermal conductivity

Carbon-based materials (diamond and in-plane graphite) display the highest
measured thermal conductivity of any known material at moderate temper-
atures [14]. In graphite, the thermal conductivity is generally dominated by
phonons, and limited by the small crystallite size within a sample. Thus the
apparent long-range crystallinity of nanotubes has led to speculation [15] that
the longitudinal thermal conductivity of nanotubes could possibly exceed the
in-plane thermal conductivity of graphite. Thermal conductivity also provides
another tool (besides the speci�c heat) for probing the interesting low-energy
phonon structure of nanotubes. Furthermore, nanotubes, as low-dimensional
materials, could have interesting high-temperature properties as well [16].
In this section, we will �rst discuss the phonon and electronic contributions
to the thermal conductivity in graphite. Then we will examine the thermal
conductivity of multi-walled and single-walled nanotubes.

The diagonal term of the phonon thermal conductivity tensor can be
written as:

�zz =
X

Cvz
2� ; (8)

where C, v, and � are the speci�c heat, group velocity, and relaxation time
of a given phonon state, and the sum is over all phonon states. While the
phonon thermal conductivity cannot be measured directly, the electronic con-
tribution �e can generally be determined from the electrical conductivity by
the Wiedemann{Franz law:

�e
�T

� L0; (9)

where the Lorenz number L0 = 2:45� 10�8 (V/K)2. Thus it is in principle
straightforward to separate the electronic and lattice contributions to �(T ).
In graphite, phonons dominate the speci�c heat above �20K [17], while in
MWNTs and SWNTs, the phonon contribution dominates at all tempera-
tures.

In highly crystalline materials and at high temperatures (T > �D=10), the
dominant contribution to the inelastic phonon relaxation time � is phonon-
phonon Umklapp scattering. At low temperatures, however, Umklapp scat-
tering disappears and inelastic phonon scattering is generally due to �xed
sample boundaries or defects, yielding a constant � . Thus at low temperature
(T < �D=10), the temperature dependence of the phonon thermal conductiv-
ity is similar to that of the speci�c heat. However, in an anisotropic material,
the weighting of each state by the factor v2� becomes important. The thermal
conductivity is most sensitive to the states with the highest band velocity and
scattering time. In graphite, for instance, the ab-plane thermal conductivity
can be closely approximated by ignoring the inter-planar coupling [17]. From
this argument, we would expect that the temperature-dependence of the ther-
mal conductivity of SWNT ropes and MWNTs should be close to that of their
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constituent tubes. However, bundling individual tubes into ropes or MWNTs
may introduce inter-tube scattering, which could perturb somewhat both the
magnitude and the temperature dependence of the thermal conductivity.

2.1 Thermal Conductivity of MWNTs
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Fig. 6. Measured thermal conductivity of MWNTs [13] from 4K to 300K

In highly graphitic �bers, �(T ) follows a T 2:3 temperature dependence
until � 100K, then begins to decrease with increasing T above �150K [18].
This decrease in �(T ) above 100K is due to the onset of phonon-phonon
Umklapp scattering, which grows more e�ective with increasing temperature
as higher-energy phonons are populated. In less graphitic �bers, the magni-
tude of � is signi�cantly lower, and the Umklapp peak in �(T ) is not seen,
because grain-boundary scattering dominates �(T ) to higher temperatures.

Figure 6 shows the thermal conductivity of CVD-grown MWNTs, on a
linear scale, from 4K to 300K [13]. Because of the large diameter of these
tubes, we expect them to act essentially as 2-D phonon materials. Indeed, at
low temperature (T < 100K), �(T ) increases as � T 2, similar to the T 2:3

behavior in graphite. The room-temperature thermal conductivity is small,
comparable to the less-graphitic carbon �bers, and the MWNTs do not show
a maximum in �(T ) due to Umklapp scattering; both properties are consistent
with a small crystallite size.
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2.2 Thermal Conductivity of SWNTs

Figure 7 represents the measured �(T ) of a bulk sample of laser-vaporization
produced SWNTs, with �1.4-nm diameter [20]. The di�erent temperature-
dependence of �(T ) reects the much smaller size of SWNTs compared to
MWNTs. �(T ) increases with increasing T from 8K to 300K, although a
gradual decrease in the slope above 250K may indicate the onset of Umk-
lapp scattering. Most striking is a change in slope near 35K: below this
temperature, �(T ) is linear in T and extrapolates to zero at T=0. We will
discuss the low-temperature behavior in detail below.

Although the temperature dependence of the thermal conductivity is the
same for all 1.4-nm diameter SWNT samples, the magnitude of �(T ) is
sensitive to sample geometry. In disordered `mat' samples, the the room-
temperature thermal conductivity is �35W/m-K. However, in samples con-
sisting of aligned SWNTs, the room-temperature thermal conductivity is
above 200W/m-K [21], within an order of magnitude of the room-temperature
thermal conductivity of highly crystalline graphite. Because even such an
aligned sample contains many rope-rope junctions, it is likely that a single
tube, or a rope of continuous tubes, will have signi�cantly higher thermal
conductivity than the bulk samples.

Simultaneous measurement of the electrical and thermal conductance of
bulk SWNT samples yields a Lorenz ratio �=�T which is more than two
orders of magnitude greater than the value for electrons at all temperatures.
Thus the thermal conductivity is dominated by phonons, as expected.

Figure 8 highlights the low-T behavior of the thermal conductivity of
SWNTs [19]. As discussed above, the linear T dependence of �(T ) likely re-
ects the one-dimensional band-structure of individual SWNTs, with linear
acoustic bands contributing to thermal transport at the lowest temperatures
and optical subbands entering at higher temperatures. �(T ) can be modeled
using a simpli�ed two-band model (shown in the inset to Fig. 8), considering
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a single acoustic band and one subband. In a simple zone-folding picture, the
acoustic band has a dispersion ! = vk and the �rst subband has dispersion
!2 = v2k2 + !20 , where !0 = v=R. The thermal conductivity from each band
can then be estimated using Eq. (8) and assuming a constant scattering time
� . Thus � provides an overall scaling factor, and v sets the energy scale ~!0
of the splitting between the two bands.

Figure 8 shows the measured �(T ) of SWNTs, compared to the results
of the two-band model discussed above, with v chosen to be 20 km/s, which
is between that of the `twist' (v = 15km/s) and LA (v = 24km/s) modes.
The top dashed line represents �(T ) of the acoustic band: it is linear in T ,
as expected for a 1-D phonon band with linear dispersion and constant � .
The lower dashed line represents the contribution from the optical subband;
it is frozen out at low temperatures, and begins to contribute near 35K. The
solid line is the sum of the two contributions, and is quite successful in �tting
the experimental data below �100K. The phonon energies, and temperature
scale of the observed linear behavior, are higher in the thermal conductivity
measurements than in the heat capacity measurements (x1.4). This may be
due to the preferential weighting of higher-velocity modes in thermal conduc-
tivity, although more detailed modeling is needed to resolve this issue. The
measured linear slope can be used to calculate the scattering time, or, equiv-
alently, a scattering length. A room-temperature thermal conductivity of 200
W/m-K (as is seen in the bulk aligned samples) implies a phonon scattering
length of 30 nm, although this value is likely to be higher for single tubes.

We have seen above that the small size of nanotubes causes phonon quan-
tization which can be observed both in the heat capacity and in the ther-
mal conductivity at low temperatures. The restricted geometry of the tubes
may also a�ect the thermal conductivity at high temperature since Umklapp
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scattering should be suppressed in one dimensional system because of the
unavailability of states into which to scatter [16,22]. Extension of these mea-
surements to higher temperatures, as well as additional theoretical modeling,
should prove interesting.
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Abstract. This chapter presents an overview of the mechanical properties of car-
bon nanotubes, starting from the linear elastic parameters, nonlinear elastic in-
stabilities and buckling, and the inelastic relaxation, yield strength and fracture
mechanisms. A summary of experimental �ndings is followed by more detailed dis-
cussion of theoretical and computational models for the entire range of the defor-
mation amplitudes. Non-covalent forces (supra-molecular interactions) between the
nanotubes and with the substrates are also discussed, due to their signi�cance in
potential applications.

1 Introduction: Mechanical Properties and Mesoscopic

Duality of Nanotubes

It is noteworthy that the term resilient was �rst applied not to nanotubes
but to smaller fullerene cages, when Whetten et al. studied the high-energy
collisions of C60, C70, and C84 bouncing from a solid wall of H-terminated
diamond [6]. They observed no fragmentation or any irreversible atomic rear-
rangement in the bouncing back cages, which was somewhat surprising and
indicated the ability of fullerenes to sustain great elastic distortion . The very
same property of resilience becomes more signi�cant in the case of carbon
nanotubes, since their elongated shape, with the aspect ratio close to a thou-
sand, makes the mechanical properties especially interesting and important
due to potential structural applications.

The utility of nanotubes as the strongest or sti�est elements in nanoscale
devices or composite materials remains a powerful motivation for the re-
search in this area. While the jury is still out on practical realization of these
applications, an additional incentive comes from the fundamental materials
physics. There is a certain duality in the nanotubes, molecular size and mor-
phology, and at the same time possessing su�cient translational symmetry to
perform as very small (nano-) crystals, with the a well de�ned primitive cell,
surface, possibility of transport, etc. Moreover, in many respects they can
be studied as well de�ned engineering structures and many properties can
be discussed in traditional terms of moduli, sti�ness or compliance, geomet-
ric size and shape. The mesoscopic dimensions (a nanometer scale diameter)
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combined with the regular, almost translation-invariant morphology along
their micrometer scale lengths (unlike other polymers, usually coiled), make
nanotubes a unique and attractive object of study, including the study of
mechanical properties and fracture in particular.

Indeed, fracture of materials is a complex phenomenon whose theory
generally requires a multiscale description involving microscopic, mesoscopic
and macroscopic modeling. Numerous traditional approaches are based on
a macroscopic continuum picture that provides an appropriate model ex-
cept at the region of actual failure where a detailed atomistic description
(involving real chemical bond breaking) is needed. Nanotubes, due to their
relative simplicity and atomically precise morphology, o�er us the opportu-
nity to address the validity of di�erent macroscopic and microscopic models
of fracture and mechanical response. Contrary to crystalline solids where the
structure and evolution of ever-present surfaces, grain-boundaries, and dis-
locations under applied stress determine the plasticity and fracture of the
material, nanotubes possess simpler structure while still showing rich me-
chanical behavior within elastic or inelastic brittle or ductile domains. This
second, theoretical-heuristic value of nanotube research supplements their im-
port due to anticipated practical applications. A morphological similarity of
fullerenes and nanotubes to their macroscopic counterparts, geodesic domes
and towers, compels one to test the laws and intuition of macro-mechanics
in the scale ten orders of magnitude smaller.

In the following, Sect. 2 provides a background for the discussion of nan-
otubes: basic concepts from materials mechanics and de�nitions of the main
properties. We then present briey the experimental techniques used to mea-
sure these properties and the results obtained (Sect. 3). Theoretical models,
computational techniques, and results for the elastic constants, presented in
Sect. 4, are compared wherever possible with the experimental data. In theo-
retical discussion we proceed from linear elastic moduli to the nonlinear elas-
tic behavior, buckling instabilities and shell model, to compressive/bending
strength, and �nally to the yield and failure mechanisms in tensile load. After
the linear elasticity, Sect. 4.1, we outline the non-linear buckling instabilities,
Sect. 4.2. Going to even further deformations, in Sect. 4.3 we discuss irre-
versible changes in nanotubes, responsible for their inelastic relaxation and
failure. Fast molecular tension tests (Sect. 4.3) are followed by the theoret-
ical analysis of relaxation and failure (Sect. 4.4), based on intramolecular
dislocation failure concept and combined with the computer simulation ev-
idence. We discuss the mechanical deformation of the nanotubes caused by
their attraction to each other (supramolecular interactions) and/or to the
substrates, Sect. 5.1. Closely related issues of manipulation of the tubes po-
sition and shape, and their self-organization into ropes and rings, caused by
the seemingly weak van der Waals forces, are presented in the Sects. 5.2{5.3.
Finally, a brief summary of mechanical properties is included in Sect. 6.
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2 Mechanics of the Small: Common De�nitions

Nanotubes are often discussed in terms of their materials applications, which
makes it tempting to de�ne \materials properties" of a nanotube itself. How-
ever, there is an inevitable ambiguity due to lack of translational invariance
in the transverse directions of a singular nanotube, which is therefore not a
material, but rather a structural member.

A de�nition of elastic moduli for a solid implies a spatial uniformity of
the material, at least in an average, statistical sense. This is required for an
accurate de�nition of any intensive characteristic, and generally fails in the
nanometer scale. A single nanotube possesses no translational invariance in
the radial direction, since a hollow center and a sequence of coaxial layers are
well distinguished, with the interlayer spacing, c, comparable with the nan-
otube radius, R. It is essentially an engineering structure, and a de�nition of
any material-like characteristics for a nanotube, while heuristically appeal-
ing, must always be accompanied with the speci�c additional assumptions
involved (e.g. the de�nition of a cross-section area). Without it confusion
can easily cripple the results or comparisons. The standard starting point for
de�ning the elastic moduli as 1=V @2E=@"2 (where E is total energy as a func-
tion of uniform strain ") is not a reliable foothold for molecular structures.
For nanotubes, this de�nition only works for a strain " in axial direction; any
other deformation (e.g. uniform lateral compression) induces non-uniform

strain of the constituent layers, which renders the previous expression mis-
leading. Furthermore, for the hollow fullerene nanotubes, the volume V is
not well de�ned. For a given length of a nanotube L, the cross section area A
can be chosen in several relatively arbitrary ways, thus making both volume
V = LA and consequently the moduli ambiguous. To eliminate this problem,
the intrinsic elastic energy of nanotube is better characterized by the energy
change not per volume but per area S of the constituent graphitic layer (or
layers), C = 1=S @2E=@"2. The two-dimensional spatial uniformity of the
graphite layer ensures that S = lL, and thus the value of C, is unambiguous.
Here l is the total circumferential length of the graphite layers in the cross
section of the nanotube. Unlike more common material moduli, C has dimen-
sionality of surface tension, N/m, and can be de�ned in terms of measurable
characteristics of nanotube,

C = (1=L)@2E=@"2=
R
dl : (1)

The partial derivative at zero strain in all dimensions except the " yields an
analog of the elastic sti�ness C11 in graphite, while a free-boundary (no lateral
traction on nanotube) would correspond the Young's modulus Y = S�111

(S11 being the elastic compliance). In the latter case, the nanotube Young's
modulus can be recovered and used,

Y = C
R
dl=A ; or Y = C=h ; (2)
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but the non-unique choice of cross-section A or a thickness h must be kept
in mind. For bending sti�ness K correspondingly one has (�, being a beam
curvature),

K � (1=L)@2E=@�2 = C

Z
y2dl; (3)

where the integration in the right hand side goes over the cross-section length
of all the constituent layers, and y is the distance from the neutral surface.
Note again, that this allows us to completely avoid the ambiguity of the mono-
atomic layer \thickness", and to relate only physically measurable quantities
like nanotube energy E, the elongation " or a curvature �. If one adopts a
particular convention for the graphene thickness h (or equivalently, the cross
section of nanotube), the usual Young's modulus can be recovered, Y = C=h.
For instance, for a bulk graphite h = c = 0:335 nm, C = 342 N/m and Y =
1:02 GPa, respectively. This choice works reasonably well for large diameter
multiwall tubes (macro-limit), but can cause signi�cant errors in evaluating
the axial and especially bending sti�ness for narrow and, in particular, single-
wall nanotubes.

Strength and particularly tensile strength of a solid material, similarly to
the elastic constants, must ultimately depend on the strength of its inter-
atomic forces/bonds. However, this relationship is far less direct than in the
case of linear-elastic characteristics; it is greatly a�ected by the particular
arrangement of atoms in a periodic but imperfect lattice. Even scarce im-
perfections in this arrangement play a critical role in the material nonlinear
response to a large force, that is, plastic yield or brittle failure. Without it, it
would be reasonable to think that a piece of material would break at Y/8 {
Y/15 stress, that is about 10% strain [3]. However, all single-phase solids
have much lower �Y values, around Y/104, due to the present dislocations,
stacking-faults , grain boundaries, voids, point defects, etc. The stress induces
motion of the pre-existing defects, or a nucleation of the new ones in an al-
most perfect solid, and makes the deformation irreversible and permanent.
The level of strain where this begins to occur at a noticeable rate determines
the yield strain "Y or yield stress �Y . In the case of tension this threshold
reects truly the strength of chemical-bonds, and is expected to be high for
C-C based material.

A possible way to strengthen some materials is by introducing extrinsic
obstacles that hinder or block the motion of dislocations [32]. There is a
limit to the magnitude of strengthening that a material may bene�t from,
as too many obstacles will freeze (pin) the dislocations and make the solid
brittle. A single-phase material with immobile dislocations or no dislocations
at all breaks in a brittle fashion, with little work required. The reason is that
it is energetically more favorable for a small crack to grow and propagate.
Energy dissipation due to crack propagation represents materials toughness,
that is a work required to advance the crack by a unit area, G > 2 (which
can be just above the doubled surface energy  for a brittle material, but is
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several orders of magnitude greater for a ductile material like copper). Since
the c-edge dislocations in graphite are known to have very low mobility, so
called sessile type [36], we must expect that nanotubes per se are brittle,
unless the temperature is extremely high. Their expected high strength does
not mean signi�cant toughness, and as soon as the yield point is reached,
an individual nanotube will fail quickly and with little dissipation of energy.
However, in a large microstructured material, the pullout and relative shear
between the tubes and the matrix can dissipate a lot of energy, making the
overall material (composite) toughness improved. Although detailed data is
not available yet, these di�erences are important to keep in mind.

Compression strength is another important mechanical parameter, but its
nature is completely di�erent from the strength in tension. Usually it does
not involve any bond reorganization in the atomic lattice, but is due to the
buckling on the surface of a �ber or the outermost layer of nanotube. The
standard measurement [37] involves the so called \loop test" where tightening
of the loop abruptly changes its aspect ratio from 1.34 (elastic) to higher
values when kinks develop on the compressive side of the loop. In nanotubes
studies, this is often referred as bending strength, and the tests are performed
using an atomic force microscope (AFM) tip [74], but essentially in both cases
one deals with the same intrinsic instability of a laminated structure under
compression [62].

These concepts, similarly to linear elastic characteristics, should be ap-
plied to carbon and composite nanotubes with care. At the current stage of
this research, nanotubes are either assumed to be structurally perfect or to
contain few defects, which are also de�ned with atomic precision (the tradi-
tional approach of the physical chemists, for whom a molecule is a well-de�ned
unit). A proper averaging of the \molecular" response to external forces, in or-
der to derive meaningful material characteristic, represents a formidable task
for theory. Our quantitative understanding of inelastic mechanical behavior
of carbon, BN and other inorganic nanotubes is just beginning to emerge,
and will be important for the assessment of their engineering potential, as
well as a tractable example of the physics of fracture.

3 Experimental Observations

3.1 Measurements of the Young's modulus

There is a growing body of experimental evidence indicating that carbon
nanotubes (both MWNT and SWNT) have indeed extraordinary mechanical
properties. However, the technical di�culties involved in the manipulation of
these nano-scale structures make the direct determination of their mechanical
properties a rather challenging task. Nevertheless, a number of experimental
measurements of the Young's modulus of nanotubes have been reported. The
�rst such study [71] correlated the amplitude of the thermal vibrations of
the free ends of anchored nanotubes as a function of temperature with the
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Young's modulus. Regarding a MWNT as a hollow cylinder with a given
wall thickness, one can obtain a relation between the amplitude of the tip
oscillations (in the limit of small deections), and the Young's modulus. In
fact, considering the nanotube as a cylinder with the high elastic constant
c11 = 1:06 TPa and the corresponding Young's modulus 1.02 TPa of graphite
and using the standard beam deection formula one can calculate the bending
of the nanotube under applied external force. In this case, the deection of
a cantilever beam of length L with a force F exerted at its free end is given
by � = FL3=(3Y I), where I is the moment of inertia. The basic idea behind
the technique of measuring free-standing room-temperature vibrations in a
TEM, is to consider the limit of small amplitudes in the motion of a vibrating
cantilever, governed by the well known fourth-order wave equation, ytt =
�(Y I=%A)yxxxx, where A is the cross sectional area, and % is the density of
the rod material. For a clamped rod the boundary conditions are such that
the function and its �rst derivative are zero at the origin and the second and
third derivative are zero at the end of the rod. Thermal nanotube vibrations
are essentially elastic relaxed phonons in equilibrium with the environment;
therefore the amplitude of vibration changes stochastically with time. This
stochastic driven oscillator model is solved in [38] to more accurately analyze
the experimental results in terms of the Gaussian vibrational-pro�le with a
standard deviation given by

�2 =

1X
n=0

�2n = 0:4243
L3kT

Y (D4
o �D4

i )
; (4)

with Do and Di the outer and inner radii, T the temperature and �n the
standard deviation. An important assumption is that the nanotube is uni-
form along its length. Therefore, the method works best on the straight,
clean nanotubes. Then, by plotting the mean-square vibration amplitude as
a function of temperature one can get the value of the Young's modulus.

This technique was �rst used in [71] to measure the Young's modulus of
carbon nanotubes. The amplitude of those oscillations was de�ned by means
of careful TEM observations of a number of nanotubes. The authors obtained
an average value of 1.8 TPa for the Young's modulus, though there was sig-
ni�cant scatter in the data (from 0.4 to 4.15 TPa for individual tubes). Al-
though this number is subject to large error bars, it is nevertheless indicative
of the exceptional axial sti�ness of these materials. More recently studies on
SWNT's using the same technique have been reported, Fig. 1 [38]. A larger
sample of nanotubes was used, and a somewhat smaller average value was
obtained, Y = 1:25�0:35=+0:45TPa, around the expected value for graphite
along the basal plane. The technique has also been used in [14] to estimate
the Young's modulus for BN nanotubes. The results indicate that these com-
posite tubes are also exceptionally sti�, having a value of Y around 1.22 TPa,
very close to the value obtained for carbon nanotubes.
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Another way to probe the mechanical properties of nanotubes is to use
the tip of an AFM (atomic force microscope) to bend anchored CNT's while
simultaneously recording the force exerted by the tube as a function of the
displacement from its equilibrium position. This allows one to extract the
Young's modulus of the nanotube, and based on such measurements [74]
have reported a mean value of 1:28 + = � 0:5 TPa with no dependence on
tube diameter for MWNT, in agreement with the previous experimental re-
sults. Also [60] used a similar idea, which consists of depositing MWNT's or
SWNT's bundled in ropes on a polished aluminum ultra-�ltration membrane.
Many tubes are then found to lie across the holes present in the membrane,
with a fraction of their length suspended. Attractive interactions between the
nanotubes and the membrane clamp the tubes to the substrate. The tip of an
AFM is then used to exert a load on the suspended length of the nanotube,
measuring at the same time the nanotube deection. To minimize the uncer-
tainty of the applied force, they calibrated the spring constant of each AFM
tip (usually 0.1 N/m) by measuring its resonant frequency. The slope of the
deection versus force curve gives directly the Young's modulus for a known
length and tube radius. In this way, the mean value of the Young's modulus
obtained for arc-grown carbon nanotubes was 0:81 � 0:41 TPa. (The same
study applied to disordered nanotubes obtained by the catalytic decomposi-
tion of acetylene gave values between 10 to 50 GPa. This result is likely due
to the higher density of structural defects present in these nanotubes.) In the
case of ropes, the analysis allows the separation of the contribution of shear
between the constituent SWNT's (evaluated to be close to G = 1 GPa) and
the tensile modulus, close to 1 TPa for the individual tubes. A similar proce-

Fig. 1. Top panel: bright �eld
TEM images of free-standing
multi-wall carbon nanotubes
showing the blurring of the
tips due to thermal vibration,
from 300 to 600K. Detailed
measurement of the vibration
amplitude is used to estimate
the sti�ness of the nanotube
beam [71]. Bottom panel: mi-
crograph of single-wall nan-
otube at room temperature,
with the inserted simulated
image corresponding to the
best-squares �t adjusting the
tube length L, diameter d and
vibration amplitude (in this
example, L = 36:8 nm, d =
1:5 nm, � = 0:33 nm, and Y =
1:33 � 0:2 TPa) [38].
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dure has also been used [48] with an AFM to record the pro�le of a MWNT
lying across an electrode array. The attractive substrate-nanotube force was
approximated by a van der Waals attraction similar to the carbon-graphite
interaction but taking into account the di�erent dielectric constant of the
SiO2 substrate; the Poisson ratio of 0.16 is taken from ab initio calculations.
With these approximations the Young modulus of the MWNT was estimated
to be in the order of 1TPa, in good accordance with the other experimental
results.

An alternative method of measuring the elastic bending modulus of nan-
otubes as a function of diameter has been presented by Poncharal et al. [52].
The new technique was based on a resonant electrostatic deection of a multi-
wall carbon nanotube under an external ac-�eld. The idea was to apply a
time-dependent voltage to the nanotube adjusting the frequency of the source
to resonantly excite the vibration of the bending modes of the nanotube, and
to relate the frequencies of these modes directly to the Young modulus of the
sample. For small diameter tubes this modulus is about 1 TPa, in good agree-
ment with the other reports. However, this modulus is shown to decrease by
one order of magnitude when the nanotube diameter increases (from 8 to 40
nm). This decrease must be related to the emergence of a di�erent bending
mode for the nanotube. In fact, this corresponds to a wavelike distortion of
the inner side of the bent nanotube. This is clearly shown in Fig. 2. The
amplitude of the wavelike distortion increases uniformly from essentially zero
for layers close to the nanotube center to about 2{3 nm for the outer lay-
ers without any evidence of discontinuity or defects. The non-linear behavior
is discussed in more detail in the next section and has been observed in a
static rather than dynamic version by many authors in di�erent contexts
[19,34,41,58].

Although the experimental data on elastic modulus are not very uniform,
overall the results correspond to the values of in-plane rigidity [Eq. (2)] C =
340�440 N/m, that is to the values Y = 1:0�1:3 GPa for multiwall tubules,
and to Y = 4C=d = (1:36� 1:76) TPa nm/d for SWNT's of diameter d.

3.2 Evidence of Nonlinear Mechanics and Resilience of
Nanotubes

Large amplitude deformations, beyond the Hookean behavior, reveal nonlin-
ear properties of nanotubes, unusual for other molecules or for the graphite
�bers. Both experimental evidence and theory-simulations suggest the abil-
ity of nanotubes to signi�cantly change their shape, accommodating to ex-
ternal forces without irreversible atomic rearrangements. They develop kinks
or ripples (multiwalled tubes) in compression and bending, atten into de-
ated ribbons under torsion, and still can reversibly restore original shape.
This resilience is unexpected for a graphite-like material, although folding
of the mono-atomic graphitic sheets has been observed [22]. It must be at-
tributed to the small dimension of the tubules, which leaves no room for the
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stress-concentrators | micro-cracks or dislocation failure piles (cf. Sect. 4.4),
making a macroscopic material prone to failure. A variety of experimental
evidence con�rms that nanotubes can sustain signi�cant nonlinear elastic de-
formations. However, observations in nonlinear domain rarely could directly
yield a measurement of the threshold stress or the force magnitudes. The
facts are mostly limited to geometrical data obtained with high-resolution
imaging.

An early observation of noticeable attening of the walls in a close con-
tact of two MWNT has been attributed to van der Walls forces pressing the
cylinders to each other [59]. Similarly, a crystal-array [68] of parallel nan-
otubes will atten at the lines of contact between them so as to maximize
the attractive van der Waals intertube interaction (see Sect. 5.1). Collapsed
forms of the nanotube (\nanoribbons"), also caused by van der Waals attrac-
tion, have been observed in experiment (Fig. 3d), and their stability can be
explained by the competition between the van der Waals and elastic energies
(see Sect. 5.1).

Graphically more striking evidence of resilience is provided by bent struc-
tures [19,34], Fig. 4. The bending seems fully reversible up to very large
bending angles despite the occurrence of kinks and highly strained tubule
regions in simulations, which are in excellent morphological agreement with
the experimental images [34]. This apparent exibility stems from the ability
of the sp2 network to rehybridize when deformed out of plane, the degree of
sp2-sp3 rehybridization being proportional to the local curvature [27]. The
accumulated evidence thus suggests that the strength of the carbon-carbon
bond does not guarantee resistance to radial, normal to the graphene plane
deformations. In fact, the graphitic sheets of the nanotubes, or of a plane
graphite [33] though di�cult to stretch are easy to bend and to deform.

Fig. 2. A: bending modulus Y for MWNT as a function of diameter measured by
the resonant response of the nanotube to an alternating applied potential (the inset
shows the Lorentzian line-shape of the resonance). The dramatic drop in Y value
is attributed to the onset of a wavelike distortion for thicker nanotubes. D: high-
resolution TEM of a bent nanotube with a curvature radius of 400 nm exhibiting
a wavelike distortion. B{C: the magni�ed views of a portion of D [52].
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A measurement with the atomic force microscope (AFM) tipAFM tip
detects the \failure" of a multiwall tubule in bending [74], which essentially
represents nonlinear buckling on the compressive side of the bent tube. The
measured local stress is 15{28 GPa, very close to the calculated value [62,79].
Buckling and ripple of the outermost layers in a dynamic resonant bending
has been directly observed and is responsible for the apparent softening of
MWNT of larger diameters. A variety of largely and reversibly distorted
(estimated up to 15% of local strain) con�gurations of the nanotubes has
been achieved with AFM tip [23,30]. The ability of nanotubes to \survive
the crash" during the impact with the sample/substrate reported in [17] also
documents their ability to reversibly undergo large nonlinear deformations.

3.3 Attempts of Strength Measurements

Reports on measurements of carbon nanotube strength are scarce, and remain
the subject of continuing e�ort. A nanotube is too small to be pulled apart
with standard tension devices, and too strong for tiny \optical tweezers",
for example. The proper instruments are still to be built, or experimentalists
should wait until longer nanotubes are grown.

A bending strength of the MWNT has been reliably measured with the
AFM tip [74], but this kind of failure is due to buckling of graphene layers,
not the C-C bond rearrangement. Accordingly, the detected strength, up to
28.5 GPa is two times lower than 53.4 GPa observed for non-laminated SiC
nanorods in the same series of experiments. Another group [23] estimates

Fig. 3. Simulation of torsion and collapse [76]. The strain energy of a 25 nm long
(13; 0) tube as a function of torsion angle f (a). At �rst bifurcation the cylinder
attens into a straight spiral (b) and then the entire helix buckles sideways, and coils
in a forced tertiary structure (c). Collapsed tube (d) as observed in experiment [13].
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the maximum sustained tensile strain on the outside surface of a bent tubule
as large as 16%, which (with any of the commonly accepted values of the
Young's modulus) corresponds to 100{150 GPa stress. On the other hand,
some residual deformation that follows such large strain can be an evidence
of the beginning yield and the 5/7-defects nucleation. A detailed study of the
failure via buckling and collapse of matrix-embedded carbon nanotube must
be mentioned here [41], although again these compressive failure mechanisms
are essentially di�erent from the bond-breaking yield processes in tension (as
discussed in Sects. 4.3{4.4 below).

Actual tensile load can be applied to the nanotube immersed in matrix
materials, provided the adhesion is su�ciently good. Such experiments, with
stress-induced fragmentation of carbon nanotube in a polymer matrix has
been reported, and an estimated strength of the tubes is 45 GPa, based on
a simple isostrain model of the carbon nanotube-matrix. It has also to be
remembered that the authors [72] interpret the contrast bands in HRTEM
images as the locations of failure, although the imaging of the carbon nan-
otube through the polymer �lm limits the resolution in these experiments.

While a singular single-wall nanotube is an extremely di�cult object for
mechanical tests due to its small molecular dimensions, the measurement
of the \true" strength of SWNT in a rope-bundle arrangement is further
complicated by the weakness of inter-tubular lateral adhesion. External load

Fig. 4. HREM images of bent nanotubes under mechanical duress. (a) and (b) single
kinks in the middle of SWNT with diameters of 0:8 and 1:2 nm, respectively. (c)
and (d) MWNT of about 8nm diameter showing a single and a two-kink complex,
respectively [34].
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is likely to be applied to the outermost tubules in the bundle, and its transfer
and distribution across the rope cross-section obscures the interpretation of
the data. Low shear moduli in the ropes (1 GPa) indeed has been reported
[60].

Recently, a suspended SWNT bundle-rope was exposed to a sideways pull
by the AFM tip [73]. It was reported to sustain reversibly many cycles of
elastic elongation up to 6%. If this elongation is actually transferred directly
to the individual constituent tubules, the corresponding tensile strength then
is above 45 GPa. This number is in agreement with that for multiwalled tubes
mentioned above [72], although the details of strain distribution can not be
revealed in this experiment.

Fig. 5. A: SEM image of two
oppositely aligned AFM tips
holding a MWCNT which is
attached at both ends on the
AFM silicon tip surface by
electron beam deposition of
carbonaceous material. The
lower AFM tip in the image
is on a soft cantilever whose
deection is used to deter-
mine the applied force on the
MWCNT. B-D: Large magni-
�cation SEM image of the in-
dicated region in (A) and the
weld of the MWCNT on the
top AFM tip [82].

A direct tensile, rather than sideways pull of a multiwall tube or a rope
has a clear advantage due to simpler load distribution, and an important step
in this direction has been recently reported [82]. In this work tensile-load ex-
periments (Fig. 5) are performed for MWNTs reporting tensile strengths in
the range of 11 to 63 GPa with no apparent dependence on the outer shell
diameter. The nanotube broke in the outermost layer (\sword in sheath" fail-
ure) and the analysis of the stress-strain curves (Fig. 6) indicates a Young's
modulus for this layer between 270 and 950 GPa. Moreover, the measured
strain at failure can be as high as 12% change in length. These high break-
ing strain values also agree with the evidence of stability of highly stressed
graphene shells in irradiated fullerene onions [5].

In spite of signi�cant progress in experiments on the strength of nan-
otubes that have yielded important results, a direct and reliable measurement
remains an important challenge for nanotechnology and materials physics.
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4 Theoretical and Computational Models

4.1 Theoretical Results on Elastic Constants of Nanotubes

An early theoretical report based on an empirical Keating force model for a
�nite, capped (5,5)-tube [49] could be used to estimate a Young's modulus
about 5 TPa (�ve times sti�er than iridium). This seemingly high value is
likely due to the small length and cross-section of the chosen tube (only
400 atoms and diameter d = 0:7 nm). In a study of structural instabilities
of SWNT at large deformations (see next Sect. 4.2) the Young's modulus
that had to be assigned to the wall was 5 TPa, in order to �t the results of
molecular dynamics simulations to the continuum elasticity theory [75,76].
From the point of view of elasticity theory, the de�nition of the Young's
modulus involves the speci�cation of the value of the thickness h of the tube
wall. In this sense, the large value of Y obtained in [75,76] is consistent with
a value of h = 0:07 nm for the thickness of the graphene plane. It is smaller
than the value used in other work [54,42,28] that simply took the value of
the graphite interlayer spacing of h = 0:34 nm. All these results agree in
the values of inherent sti�ness of the graphene layer Y h = C, equation (2),
which is close to the value for graphite, C = Y h = 342 N/m. Further, the
e�ective moduli of a material uniformly distributed within the entire single
wall nanotube cross section will be Yt = 4C=d or Yb = 8C=d, that is di�erent
for axial tension or bending, thus emphasizing the arbitrariness of a \uniform
material" substitution.

Fig. 6. A: Schematic
explaining the prin-
ciple of the tensile-
loading experiment.
B: Plot of stress
versus strain curves
for individual MWC-
NTs [82].
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The moduli C for a SWNT can be extracted from the second deriva-
tive of the ab initio strain energy with respect to the axial strain, d2E=d"2.
Recent calculations [61] show an average value of 56 eV, and a very small
variation between tubes with di�erent radii and chirality, always within the
limit of accuracy of the calculation. We therefore can conclude that the ef-
fect of curvature and chirality on the elastic properties of the graphene shell
is small. Also, the results clearly show that there are no appreciable di�er-
ences between this elastic constant as obtained for nanotubes and for a single
graphene sheet. The ab inito results are also in good agreement with those
obtained in [54] using Terso�-Brenner potentials, around 59 eV/atom, with
very little dependence on radius and/or chirality.

Tight-binding calculations of the sti�ness of SWNTs also demonstrate
that the Young modulus depends little on the tube diameter and chirality
[28], in agreement with the �rst principles calculations mentioned above. It is
predicted that carbon nanotubes have the highest modulus of all the di�erent
types of composite tubes considered: BN, BC3, BC2N, C3N4indexC3N4, CN
[29]. Those results for the C and BN nanotubes are reproduced in the left
panel of Fig. 7. The Young's modulus approaches the graphite limit for diam-
eters of the order of 1.2 nm. The computed value of C for the wider carbon
nanotubes is 430 N/m, that corresponds to 1.26 TPa Young's modulus (with
h = 0:34 nm), in rather good agreement with the value of 1.28 TPa reported
for multi-wall nanotubes [74]. Although this result is for MWNT, the similar-
ity between SWNT is not surprising as the intra-wall C-C bonds mainly deter-
mine the moduli. From these results one can estimate the Young's modulus for
two relevant geometries: (i) multiwall tubes, with the normal area calculated
using the interlayer spacing h approximately equal to the one of graphite,
and (ii) nanorope or bundle con�guration of SWNTs, where the tubes form
a hexagonal closed packed lattice, with a lattice constant of (d + 0:34 nm).
The results for these two cases are presented in the right panel of Fig. 7. The
MWNT geometry gives a value that is very close to the graphitic one. The
rope geometry shows a decrease of the Young's modulus with the increas-
ing tube diameter, simply proportional to the decreasing mass-density. The
computed values for MWNT and SWNT ropes are within the range of the
reported experimental data, Sect. 3.1.

Values of the Poisson ratio vary in di�erent model computations within
the range 0.15{0.28, around the value 0.19 for graphite. Since these values
always enter the energy of the tube in combination with unity [e.g. Eq. (5)],
the deviations from 0.19 are not, overall, very signi�cant. More important is
the value of another modulus, associated with the tube curvature rather than
in-plane stretching. Fig. 8 shows the elastic energy of carbon and the newer
composite BN and BC3 SWNT. The energy is smaller for the composite than
for the carbon tubules. This fact can be related to a small value of the elastic
constants in the composite tubes as compared to graphite. From the results
of Fig. 8 we clearly see that the strain energy of C, BN and BC3 nanotubes
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follows the D0=d2 law expected from linear elasticity theory, cf. Eq. (5). This
dependence is satis�ed quite accurately, even for tubes as narrow as (4; 4).
For carbon armchair tubes the constant in the strain energy equation has
a value of D0 = 0:08 eVnm2/atom (and up to 0.09 for other chiral tubes)
[61]. Previous calculations using Terso� and Terso�-Brenner potentials [54]
predict the same dependence and give a value of D0 � 0:06 eVnm2/atom and
D0 � 0:046 eVnm2/atom. The latter corresponds to the value D = 0:85 eV
in the energy per area as in the Eq. (5), since the area per atom is 0.0262
nm2. We note in Fig. 8 that the armchair (n; n) tubes are energetically more
stable as compared to other chiralities with the same radius. This di�er-
ence is, however, very small and decreases as the tube diameter increases.
This is expected, since in the limit of large radii the same graphene value
is attained, regardless of chirality. It is to some extent surprising that the
predictions from elasticity theory are so similar to those of the detailed ab

initio calculations. In [1] a complementary explanation based on microscopic
arguments is provided. In a very simpli�ed model the energetics of many
di�erent fullerene structures depend on a single structural parameter: the
planarity ��, which is the angle formed by the �-orbitals of neighbor atoms.
Assuming that the change in total energy is mainly due to the change in the
nearest neighbor hopping interaction between these orbitals, and that this
change is proportional to cos(��), the d

�2 behavior is obtained. By using
non-self-consistent �rst-principles calculations they have obtained a value of
D0 = 0:085 eVnm2/atom, similar to the self-consistent value given above.

Fig. 7. Left panel: Young modulus for armchair and zig-zag C- and BN- nan-
otubes. The values are given in the proper units of TPa �nm for SWNTs (left axis),
and converted to TPa (right axis) by taking a value for the graphene thickness of
0.34 nm. The experimental values for carbon nanotubes are shown on the right-
hand-side: (a) 1.28 TPa [74]; (b) 1.25 TPa [38]; (c) 1 TPa for MWNT [48]. Right
panel: Young's modulus versus tube diameter in di�erent arrangements. Open sym-
bols correspond to the multi-wall geometry (10-layer tube), and solid symbols for
the SWNT crystalline-rope con�guration. In the MWNT geometry the value of the
Young's modulus does not depend on the speci�c number of layers. (Adapted [61].)
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4.2 Nonlinear elastic deformations and Shell Model

Calculations of the elastic properties of carbon nanotubes con�rm that they
are extremely rigid in the axial direction (high-tensile strength) and more
readily distort in the perpendicular direction (radial deformations), due to
their high aspect ratio. The detailed studies, stimulated �rst by experimental
reports of visible kinks in the molecules, lead us to conclude that, in spite of
their molecular size, nanotubes obey very well the laws of continuum shell
theory [2,70,39].

One of the outstanding features of fullerenes is their hollow structure,
built of atoms densely packed along a closed surface that de�nes the overall
shape. This also manifests itself in dynamic properties of molecules, which
greatly resemble the macroscopic objects of continuum elasticity known as
shells. Macroscopic shells and rods have long been of interest: the �rst study
dates back to Euler, who discovered the elastic instability. A rod subject
to longitudinal compression remains straight but shortens by some fraction
", proportional to the force, until a critical value (Euler force) is reached. It
then becomes unstable and buckles sideways at " > "cr, while the force almost
does not vary. For hollow tubules there is also a possibility of local buckling
in addition to buckling as a whole. Therefore, more than one bifurcation can
be observed, thus causing an overall nonlinear response of nanotubes to the
large deforming forces (note that local mechanics of the constituent shells
may well still remain within the elastic domain).

In application to fullerenes, the theory of shells now serves a useful guide
[16,25,63,75,76,78], but its relevance for a covalent-bonded system of only
a few atoms in diameter was far from being obvious. MD simulations seem

Fig. 8. Ab initio results for
the total strain energy per
atom as a function of the
tubule diameter, d, for C-
(solid circle), BC3- (solid tri-
angle) and BN- (open circle)
tubules. The data points are
�tted to the classical elas-
tic function 1=d2. The in-
set shows in a log plot more
clearly the 1=d2 dependence
of the strain energy for all
these tubes. We note that
the elasticity picture holds
down to subnanometer scale.
The three calculations for
BC3 tubes correspond to the
(3; 0), (2; 2) and (4; 0) tubes.
Adapted from [7,46,47,56].
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better suited for objects that small. Perhaps the �rst MD-type simulation in-
dicating the macroscopic scaling of the tubular motion emerged in the study
of nonlinear resonance [65]. Soon results of detailed MD simulations for a
nanotube under axial compression allowed one to introduce concepts of elas-
ticity of shells and to adapt them to nanotubes [75,76]. MD results for other
modes of load have also been compared with those suggested by the contin-
uum model and, even more importantly, with experimental evidence [34] (see
Fig. 4 in Sect. 3.2).

Fig. 9 shows a simulated nanotube exposed to axial compression. The
atomic interaction was modeled by the Terso�-Brenner potential, which re-
produces the lattice constants, binding energies, and the elastic constants of
graphite and diamond. The end atoms were shifted along the axis by small
steps and the whole tube was relaxed by the conjugate-gradient method while
keeping the ends constrained. At small strains the total energy [Fig. 9a] grows
as E(") = 1=2E00 � "2, where E00 = 59 eV/atom. The presence of four sin-
gularities at higher strains was quite a striking feature, and the patterns
(b){(e) illustrate the corresponding morphological changes. The shading in-
dicates strain energy per atom, equally spaced from below 0.5 eV (brightest)
to above 1.5 eV (darkest). The sequence of singularities in E(") corresponds
to a loss of molecular symmetry from D1h to S4, D2h, C2h and C1. This
evolution of the molecular structure can be described within the framework
of continuum elasticity.

Fig. 9. Simulation of a (7; 7)
nanotube exposed to axial
compression, L = 6nm. The
strain energy (a) displays four
singularities corresponding to
shape changes. At "c = 0:05
the cylinder buckles into the
pattern (b), displaying two
identical attenings, \�ns",
perpendicular to each other.
Further increase of " enhances
this pattern gradually until at
"2 = 0:076 the tube switches
to a three-�n pattern (c),
which still possesses a straight
axis. In a buckling sideways at
"3 = 0:09 the attenings serve
as hinges, and only a plane
of symmetry is preserved (d).
At "4 = 0:13 an entirely
squashed asymmetric con�gu-
ration forms (e). From [75].
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The intrinsic symmetry of a graphite sheet is hexagonal, and the elastic
properties of two-dimensional hexagonal structures are isotropic. A curved
sheet can also be approximated by a uniform shell with only two elastic
parameters: exural rigidity D, and its resistance to an in-plane stretching ,
the in-plane sti�ness C. The energy of a shell is given by a surface integral
of the quadratic form of local deformation,

E =
1

2

R R fD[(�x + �y)
2 � 2(1� �)(�x�y � �2xy)] (5)

+
C

(1� �2)
[("x + "y)

2 � 2(1� �)("x"y � "2xy)]gdS ;

where � is the curvature variation, " is the in-plane strain, and x and y are
local coordinates). In order to adapt this formalism to a graphitic tubule, the
values of D and C are identi�ed by comparison with the detailed ab initio and
semi-empirical studies of nanotube energetics at small strains [1,54]. Indeed,
the second derivative of total energy with respect to axial strain corresponds
to the in-plane rigidity C (cf. Sect. 3.1). Similarly, the strain energy as a
function of tube diameter d corresponds to 2D=d2 in Eq. (5). Using the data
of [54], one obtains C = 59 eV/atom = 360 J/m2, and D = 0:88 eV. The
Poisson ratio � = 0:19 was extracted from a reduction of the diameter of a
tube stretched in simulations. A similar value is obtained from experimental
elastic constants of single crystal graphite [36]. One can make a further step
towards a more tangible picture of a tube as having wall thickness h and
Young's modulus Ys. Using the standard relations D = Y h3=12(1� �2) and
C = Ysh, one �nds Ys = 5:5 TPa and h = 0:067 nm. With these parameters,
linear stability analysis [70,39] allows one to assess the nanotube behavior
under strain.

To illustrate the e�ciency of the shell model, consider briey the case
of imposed axial compression. A trial perturbation of a cylinder has a form
of Fourier harmonics, with M azimuthal lobes and N halfwaves along the
tube (Fig. 10, inset), i.e. sines and cosines of arguments 2My=d and N�x=L.
At a critical level of the imposed strain, "c(M;N), the energy variation (4.1)
vanishes for this shape disturbance. The cylinder becomes unstable and lowers
its energy by assuming an (M;N)-pattern. For tubes of d = 1 nm with
the shell parameters identi�ed above, the critical strain is shown in Fig. 10.
According to these plots, for a tube with L > 10 nm the bifurcation is �rst
attained for M = 1, N = 1. The tube preserves its circular cross section and
buckles sideways as a whole; the critical strain is close to that for a simple
rod,

"c = 1=2(�d=L)2 ; (6)

or four times less for a tube with hinged (unclamped) ends. For a shorter
tube the situation is di�erent. The lowest critical strain occurs for M = 2
(and N � 1, see Fig. 10), with a few separated attenings in directions
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perpendicular to each other, while the axis remains straight. For such a local
buckling, in contrast to Eq. (6), the critical strain depends little on length
and estimates to "c = 4

p
D=C d�1 = (2=

p
3)(1 � �2)�1=2 h � d�1 in the so

called Lorenz limit. For a nanotube one �nds,

"c = 0:077 nm/d : (7)

Speci�cally, for the 1 nm wide tube of length L = 6 nm, the lowest critical
strains occur for the M = 2 and N = 2 or 3 (Fig. 10), and are close to
the value obtained in MD simulations, Fig. 9a. This is in accord with the
two- and three-�n patterns seen in Figs. 9b{c. Higher singularities cannot be
quanti�ed by the linear analysis, but they look like a sideways beam buckling,
which at this stage becomes a non-uniform object.

Axially compressed tubes of greater length and/or tubes simulated with
hinged ends (equivalent to a doubled length) �rst buckle sideways as a whole
at a strain consistent with Eq. (6). After that the compression at the ends
results in bending and a local buckling inward. This illustrates the impor-
tance of the \beam-bending" mode, the softest for a long molecule and most
likely to attain signi�cant amplitudes due to either thermal vibrations or
environmental forces. In simulations of bending, a torque rather than force
is applied at the ends and the bending angle � increases stepwise. While a
notch in the energy plot can be mistaken for numerical noise, its derivative
dE=d� drops signi�cantly, which unambiguously shows an increase in tube
compliance | a signature of a buckling event. In bending, only one side of a
tube is compressed and thus can buckle. Assuming that it buckles when its
local strain, " = K � d=2, where K is the local curvature, is close to that in
axial compression, Eq. (7), we estimate the critical curvature as

Kc = 0:155 nm/d
2
: (8)

This is in excellent agreement (within 4%) with extensive simulations of single
wall tubes of various diameters, helicities and lengths [34]. Due to the end
e�ects, the average curvature is less than the local one and the simulated

Fig. 10. The critical strain
levels for a continuous, 1 nm
wide shell-tube as a func-
tion of its scaled length L=N .
A buckling pattern (M;N)
is de�ned by the number of
halfwaves 2M and N in y and
x directions, respectively, e.g.,
a (4; 4)-pattern is shown in
the inset. The e�ective mod-
uli and thickness are �t to
graphene. From [75].
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segment buckles somewhat earlier than at �c = Kc � L, which is accurate for
longer tubes.

In simulations of torsion, the increase of azimuthal angle � between the
tube ends results in energy and morphology changes shown in Fig. 3. In the
continuum model, the analysis based on Eq. (5) is similar to that outlined
above, except that it involves skew harmonics of arguments like N�x=L �
2My=d. For overall beam-buckling (M = 1),

�c = 2(1 + �)� (9)

and for the cylinder-helix attening (M = 2),

�c = 0:055 nm3=2 L=d5=2 : (10)

The latter should occur �rst for L < 136 d5=2 nm, which is true for all tubes
we simulated. However, in simulations it occurs later than predicted by Eq.
(10). The ends, kept circular in simulation, which is physically justi�able,
by a presence of rigid caps on normally closed ends of a molecule, deter the
through attening necessary for the helix to form (unlike the local attening
in the case of an axial load).

In the above discussion, the speci�c values of the parameters C and D
(or Y and h) are chosen to achieve the best correspondence between the
elastic-shell and the MD simulation within the same study, performed with the
Terso�-Brenner potential. Independent studies of nanotube dynamics under
compression generally agree very well with the above description, although
reveal reasonable deviations in the parameter values [16,25]. More accurate
and realistic values can be derived from the TB or the ab initio calculations
[1,7,57] of the elastic shell, and can be summarized in the somewhat \softer
but thicker" shell [76]. Based on a most recent study [28] one obtains e�ective
shell parameters C = 415 J/m2 and D = 1:6 eV = 2:6 10�19 J, that is
correspondingly Ys = 4:6 TPa and h = 0:09 nm, cf. Sect. 4.1.

Simulations of nanotubes under mechanical duress lead to shapes very
di�erent in appearance. At the same time there are robust traits in common:
a deformation, proportional to the force within Hooke's law, eventually leads
to a collapse of the cylinder and an abrupt change in pattern, or a sequence
of such events. The presence of a snap-through buckling of nanotubes allows
for a possibility of \shape memory", when in an unloading cycle the switch
between patterns occurs at a somewhat lower level of strain. A small hys-
teresis observed in simulations is practically eliminated by thermal motion at
any �nite temperature. However, this hysteresis is greatly enhanced by the
presence of van der Waals attraction which causes the tube walls to \stick"-
atten together after the collapse, Fig. 3d [13]. The simulations at even a
low temperature (e.g. 50 K) shows strongly enhanced thermal vibrations in
the vicinity of every pattern switch, while before and after the transition
only barely noticeable ripples are seen. Physically, this indicates softening of



Mechanical Properties 313

the system, when one of the eigenvalues tends to zero in the vicinity of the
bifurcation.

While several reports focus on a nonlinear dynamics of an open-end
SWNT, when the terminal ring atoms are displaced gradually in simula-
tion, a more realistic interaction of a cap-closed SWNT with the (diamond
or graphite) substrates has been studied recently [25]. An inward cap collapse
and/or sideways sliding of the nanotube tip along the substrate are observed,
in addition to the buckling of the tubule itself. Furthermore, an interaction
of a small (four SWNT) bundle and a double-wall tubule with the substrates
has been also reported [26].

An atomistic modeling of multi-layer tubes remains expensive. It makes
extrapolation of the continuum model tempting, but involves an interlayer
van der Waals interaction. The exural rigidity scales as � h3 in case of a
coherent, and as � h for an incoherent stack of layers sliding with respect to
each other when the tube is deformed; this a�ects the mechanical properties
and still has to be investigated.

Direct simulations of the tubules under hydrostatic pressure have not been
reported to the best of our knowledge. In this scale anisotropic lateral forces
in a molecular crystal packing are more plausible than a uniform pressure.
An ability of a shell-tubule to bifurcate in a attened form makes it an exam-
ple of a two-level system, which manifests in the phase-transition behavior of
SWNT crystal, as was �rst described in [68] and is now indicated by several
experimental reports. While the faceting in the triangular crystal packing re-
sults in a partial wall attening, a singular tubule under hydrostatic pressure
can collapse completely. One can resort to continuum elasticity and estimate
a pressure leading to an inward buckling as pc = 2Y (h=d)3, that is thou-
sands of atmospheres for a nanometer tube. However, it drops fast with the
diameter and is assisted by a attening e�ects of twisting or bending and
by van der Waals attraction between the opposite walls [13]. Such collapse
cannot occur simultaneously throughout the signi�cant SWNT length, but
rather propagates at a certain speed depending on the ambient over-pressure
u / p(p� pc). This pressure dependence [76] is similar to the observations
on macroscopic objects like underwater pipelines [50].

4.3 Atomistics of High Strain-Rate Failure

The simulations of compression, torsion, and tension described above (Sect.
4.2) do not show any bond breaking or atoms switching their positions, in
spite the very large local strain in the nanotubes. This supports the study
of axial tension, where no shape transformations occur up to an extreme
dilation. How strong in tension is a carbon nanotube? Since the tensile load
does not lead to any shell-type instabilities, it is transferred more directly to
the chemical bond network. The inherent strength of the carbon-carbon bond
indicates that the tensile strength of carbon nanotubes might exceed that of
other known �bers. Experimental measurements remain complex (Sect. 3.3)
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due to the small size of the grown single tubes. In the meantime, some tests
are being done in computer modeling, especially well suited to the fast strain
rate [75{78]. Indeed, a simulation of an object with thousand atoms even
using a classical potential interaction between atoms is usually limited to
picoseconds up to nanoseconds of real physical time. This is su�ciently long
by molecular standards, as is orders of magnitude greater than the periods of
intramolecular vibrations or intermolecular collision times. However, it is still
much less than a normal test-time for a material, or an engineering structure.
Therefore a standard MD simulation addresses a \molecular strength" of the
CNT, leaving the true mechanisms of material behavior to the more subtle
considerations (Sect. 4.4).

In MD simulation, the high-strain-rate test proceeds in a very peculiar
manner. Fast stretching simply elongates the hexagons in the tube wall, un-
til at the critical point an atomic disorder suddenly nucleates: one or a few
C-C bonds break almost simultaneously, and the resulting \hole" in a tube
wall becomes a crack precursor (see Fig. 11a). The fracture propagates very
quickly along the circumference of the tube. A further stage of fracture dis-
plays an interesting feature, the formation of two or more distinct chains of
atoms, : : : = C = C = C = : : : , spanning the two tube fragments, Fig. 11b.
The vigorous motion (substantially above the thermal level) results in fre-
quent collisions between the chains, they coalesce, and soon only one such
chain survives. A further increase of the distance between the tube ends

Fig. 11. High strain rate tension of a two-wall tube begins from the outermost
layer, nucleating a crack precursor (a), where the atomic size is reduced to make
the internal layer visible. Eventually it leads to the formation of monoatomic chains
(b). From [77].
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does not break this chain, which elongates by increasing the number of car-
bon atoms that pop out from both sides into the necklace. This scenario is
similar to the monoatomic chain unraveling suggested in �eld-emission ex-
periments [53], where the electrostatic force unravels the tube like the sleeve
of a sweater. Notably, the breaking strain in such fast-snap simulations is
about 30%, and varies with temperature and the strain rate. (For a rope
of nanotubes this translates to a more than 150 GPa breaking stress.) This
high breaking strain value is consistent with the stability limit (inection
point on the energy curve) of 28% for symmetric low-temperature expansion
of graphene sheet [64], and with some evidence of stability of highly stresses
graphene shells in irradiated fullerene onions [5].

4.4 Yield Strength and Relaxation Mechanisms in Nanotubes

Fast strain rate (in the range of 100 MHz) simulations correspond to the
elongation of the tubule at percents of the speed of sound. In contrast to
such \molecular tension test", materials engineering is more concerned with
the static or slow tension conditions, when the sample is loaded during sig-
ni�cantly longer time. Fracture, of course, is a kinetic process where time is
an important parameter. Even a small tension, as any non-hydrostatic stress,
makes a nanotube thermodynamically meta-stable and a generation of defects
energetically favorable. In order to study a slow strength-determining relax-
ation process, preceding the fast fracture, one should either perform extensive
simulations at exceedingly elevated temperature [9,10], or apply dislocation
failure theory [79,81]. It has been shown that in a crystal lattice such as
the wall of a CNT, a yield to deformation must begin with a homogeneous
nucleation of a slip by the shear stress present. The non-basal edge disloca-
tions emerging in such a slip have a well-de�ned core, a pentagon-heptagon
pair, 5/7. Therefore, the prime dipole is equivalent to the Stone-Wales (SW)
defect [20] (see Fig. 12). The nucleation of this prime dislocation dipole \un-
locks" the nanotube for further relaxation: either brittle cleavage or a plastic
ow. Remarkably, the latter corresponds to a motion of dislocations along
the helical paths (glide \planes") within the nanotube wall. This causes a
stepwise (quantized) necking, when the domains of di�erent chiral symme-
try and, therefore, di�erent electronic structure are formed, thus coupling
the mechanical and electrical properties [79,80]. It has further been shown
[10,51,62,79{81,83] that the energetics of such nucleation explicitly depend
on nanotube helicity.

Below, we deduce [79,81], starting with dislocation theory, the atomistics
of mechanical relaxation under extreme tension. Locally, the wall of a nan-
otube di�ers little from a single graphene sheet, a two-dimensional crystal of
carbon. When a uniaxial tension � (N/m | for the two-dimensional wall it
is convenient to use force per unit length of its circumference) is applied it
can be represented as a sum of expansion (locally isotropic within the wall)
and a shear of a magnitude �=2 (directed at �45� with respect to tension).



316 Boris I. Yakobson and Phaedon Avouris

Generally, in a macroscopic crystal the shear stress relaxes by a movement of
dislocations, the edges of the atomic extra-planes. Burgers vector b quanti�es
the mismatch in the lattice due to a dislocation [32]. Its glide requires only
local atomic rearrangements and presents the easiest way for strain release,
provided there is su�cient thermal agitation. In an initially perfect lattice
such as the wall of a nanotube, a yield to a great axial tension begins with a
homogeneous nucleation of a slip, when a dipole of dislocations (a tiny loop
in three-dimensional case) �rst has to form. The formation and further glide
are driven by the reduction of the applied-stress energy, as characterized by
the elastic Peach-Koehler force on a dislocation failure. The force component
along b is proportional to the shear in this direction and thus depends on the
angle between the Burgers vector and the circumference of the tube,

fb = �1

2
�jbj sin 2� ; (11)

The max jfbj is attained on two �45� lines, which mark the directions of a
slip in an isotropic material under tension.

The graphene wall of the nanotube is not isotropic; its hexagonal symme-
try governs the three glide planes | the three lines of closest zigzag atomic
packing, oriented at 120� to each other (corresponding to the f101 lg set of
planes in three-dimensional graphite). At non-zero shear these directions are
prone to slip. The corresponding c-axis edge dislocations involved in such a
slip are indeed known in graphite [21,36]. The six possible Burgers vectors
1=3ah211 0i have a magnitude b = a = 0:246 nm (lattice constant), and
the dislocation failure core is identi�ed as a 5/7 pentagon-heptagon pair in
the honeycomb lattice of hexagons. Therefore, the primary nucleated dipole
must have a 5/7/7/5 con�guration (a 5/7 attached to an inverted 7/5 core).

Fig. 12. Stone-Wales (SW) dipole
embedded in a nanotube hexagonal
wall [67].
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This con�guration is obtained in the perfect lattice (or a nanotube wall) by
a 90� rotation of a single C-C bond, well known in fullerene science as a
Stone-Wales diatomic interchange [20]. One is led to conclude that the SW
transformation is equivalent to the smallest slip in a hexagonal lattice and
must play a key role in the nanotube relaxation under external force.

The preferred glide is the closest to the maximum-shear �45� lines, and
depends on how the graphene strip is rolled-up into a cylinder. This depends
on nanotube helicity speci�ed by the chiral indices (c1; c2) or a chiral angle
� indicating how far the circumference departs from the leading zigzag motif
a1. The max jfbj is attained for the dislocations with b = �(0; 1) and their
glide reduces the strain energy,

Eg = �jfbaj = �Ca2=2 � sin(2� + 60�) � " ; (12)

per one displacement, a. Here " is the applied strain, and C = Y h = 342 N/m
can be derived from the Young modulus of Y = 1020 GPa and the interlayer
spacing h = 0:335 nm in graphite; one then obtains Ca2=2 = 64:5 eV. The
Eq. (12) allows one to compare di�erent nanotubes (assuming similar amount
of pre-existing dislocations): the more energetically favorable is the glide in
a tube, the earlier it must yield to applied strain.

In a pristine nanotube-molecule, the 5/7 dislocations have �rst to emerge
as a dipole, by a prime SW transformation. Topologically, the SW defect is
equivalent to either one of the two dipoles, each formed by an � a=2 slip.
Applying Eq. (11) to each of the slips one �nds,

Esw = Eo �A � "�B � sin(2� + 30�) � " (13)

The �rst two terms, the zero-strain formation energy and possible isotropic
dilation, do not depend on nanotube symmetry. The symmetry-dependent
third term, which can also be derived as a leading term in the Fourier series,
describes the essential e�ect: SW rotation gains more energy in the armchair
(� = 30�) nanotube, making it the weakest, most inclined to SW nucleation
of the dislocations, in contrast to the zigzag (� = 0) where the nucleation is
least favorable.

Consider, for example, a (c; c) armchair nanotube as a typical represen-
tative (we will also see below that this armchair type can undergo a more
general scenario of relaxation.) The initial stress-induced SW rotation creates
a geometry that can be viewed as either a dislocation dipole or a tiny crack
along the equator. Once \unlocked", the SW defect can ease further relax-
ation. At this stage, both brittle (dislocation pile-up and crack extension),
or plastic (separation of dislocations and their glide away from each other)
routes are possible, the former usually at larger stress and the latter at higher
temperatures [9,10,79{81].

Formally, both routes correspond to a further sequence of SW-switches.
The 90� rotation of the bonds at the \crack tip" (Fig. 13, left column) will
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result in a 7/8/7 aw and then 7/8/8/7 etc. This further strains the bonds-
partitions between the larger polygons, leading eventually to their breakage,
with the formation of greater openings like 7/14/7 etc. If the crack, rep-
resented by this sequence, surpasses the critical Gri�th size, it cleaves the
tubule.

In a more interesting distinct alternative, the SW rotation of another bond
(Fig. 13, top row) divides the 5/7 and 7/5, as they become two dislocation
cores separated by a single row of hexagons. A next similar SW switch results
in a double-row separated pair of the 5/7's, and so on. This corresponds, at
very high temperatures, to a plastic ow inside the nanotube-molecule, when
the 5/7 and 7/5 twins glide away from each other driven by the elastic forces,
thus reducing the total strain energy [cf. Eq. (12)]. One remarkable feature
of such glide is due to mere cylindrical geometry: the glide \planes" in case
of nanotubes are actually spirals, and the slow thermally-activated Brown-
ian walk of the dislocations proceeds along these well-de�ned trajectories.
Similarly, their extra-planes are just the rows of atoms also curved into the
helices.

A nanotube with a 5/7 defect in its wall loses axial symmetry and has a
bent equilibrium shape; the calculations show [12] the junction angles < 15�.
Interestingly then, an exposure of an even achiral nanotube to the axially
symmetric tension generates two 5/7 dislocations, and when the tension is
removed, the tube \freezes" in an asymmetric con�guration, S-shaped or
C-shaped, depending on the distance of glide, that is time of exposure. Of
course the symmetry is conserved statistically, since many di�erent shapes
form under identical conditions.

Fig. 13. SW-transformations
of an equatorially oriented
bond into a vertical position
creates a nucleus of relaxation
(top left corner). It evolves
further as either a crack (brit-
tle fracture route, left column)
or as a couple of dislocations
gliding away along the spi-
ral slip plane (plastic yield,
top row). In both cases only
SW rotations are required as
elementary steps. The step-
wise change of the nanotube
diameter reects the change
of chirality (bottom right im-
age) causing the correspond-
ing variations of electrical
properties [81].
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When the dislocations sweep a noticeable distance, they leave behind a
tube segment changed strictly following the topological rules of dislocation
theory. By considering a planar development of the tube segment containing
a 5/7, for the new chirality vector c0 one �nds,

(c01; c
0
2) = (c1; c2)� (b1; b2) ; (14)

with the corresponding reduction of diameter, d. While the dislocations of the
�rst dipole glide away, a generation of another dipole results, as shown above,
in further narrowing and proportional elongation under stress, thus forming
a neck. The orientation of a generated dislocation dipole is determined every
time by the Burgers vector closest to the lines of maximum shear (�45�
cross at the end-point of the current circumference-vector c). The evolution
of a (c; c) tube will be: (c; c) ! (c; c � 1) ! (c; c � 2) ! : : : (c; 0) ! [(c �
1; 1) or (c;�1)] ! (c � 1; 0) ! [(c � 2; 1) or (c � 1;�1)] ! (c � 2; 0) !
[(c � 3; 1) or (c � 2;�1)] ! (c � 3; 0) etc. It abandons the armchair (c; c)
type entirely, but then oscillates in the vicinity of zigzag (c,0) kind, which
appears a peculiar attractor. Correspondingly, the diameter for a (10; 10) tube
changes stepwise, d = 1:36, 1.29, 1.22, 1.16 nm, etc., the local stress grows
in proportion and this quantized necking can be terminated by a cleave at
late stages. Interestingly, such plastic ow is accompanied by the change of
electronic structure of the emerging domains, governed by the vector (c1; c2).
The armchair tubes are metallic, others are semiconducting with the di�erent
band gap values. The 5/7 pair separating two domains of di�erent chirality
has been discussed as a pure-carbon heterojunction [11,12]. It is argued to
cause the current recti�cation detected in a nanotube nanodevice [15] and can
be used to modify, in a controlled way, the electronic structure of the tube.
Here we see how this electronic heterogeneity can arise from a mechanical
relaxation at high temperature: if the initial tube was armchair-metallic, the
plastic dilation transforms it into a semiconducting type irreversibly.

Computer simulations have provided a compelling evidence of the mech-
anisms discussed above. By carefully tuning the tension in the tubule and
gradually elevating its temperature, with extensive periods of MD annealing,
the �rst stages of the mechanical yield of CNT have been observed [9,10]. In
simulation of tensile load the novel patterns in plasticity and breakage, just
described above, clearly emerge.

Classical MD simulations have been carried out for tubes of various ge-
ometries with diameters up to 13 nm. Such simulations, although limited by
the physical assumptions used in deriving the interatomic potential, are still
invaluable tools in investigating very large systems for the time scales that
are characteristic of fracture and plasticity phenomena. Systems containing
up to 5000 atoms have been studied for simulation times of the order of
nanoseconds. The ability of the classical potential to correctly reproduce the
energetics of the nanotube systems has been veri�ed through comparisons
with TB and ab initio simulations [9,10].
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Beyond a critical value of the tension, an armchair nanotube under axial
tension releases its excess strain via spontaneous formation of a SW defect
through the rotation of a C-C bond producing two pentagons and two hep-
tagons, 5/7/7/5 (Fig. 14). Further, the calculations [9,10] show the energy of
the defect formation, and the activation barrier, to decrease approximately
linearly with the applied tension; for (10,10) tube the formation energy can
be approximated as Esw(eV ) = 2:3 � 40". The appearance of a SW defect
represents the nucleation of a (degenerate) dislocation failure loop in the pla-
nar hexagonal network of the graphite sheet. The con�guration 5/7/7/5 of
this primary dipole is a 5/7 core attached to an inverted 7/5 core, and each
5/7 defect can indeed further behave as a single edge dislocation failure in
the graphitic plane. Once nucleated, the dislocation loop can split in simula-
tions into two dislocation cores, 5=7=7=5 $ 5=7 + 7=5, which are then seen
to glide through successive SW bond rotations. This corresponds to a plastic
ow of dislocations and gives rise to possible ductile behavior. The thermally
activated migration of the cores proceeds along the well-de�ned trajectories
(Fig. 15) and leaves behind a tube segment changed according to the rules of
dislocation theory, Eq. (14). The tube thus abandons the armchair symmetry
(c; c) and undergoes a visible reduction of the diameter, a �rst step of the
possible quantized necking in \intramolecular plasticity" [79{81].

Fig. 14. Kinetic mechanism
of 5/7/7/5 defect formation
from an ab-initio quantum
mechanical molecular dynam-
ics simulation for the (5; 5)
tube at 1800K [10]. The
atoms that take part in
the Stone-Wales transforma-
tion are in lighter gray. The
four snapshots show the var-
ious stages of the defect for-
mation, from top to bottom:
system in the ideal con�gura-
tions (t = 0ps); breaking of
the �rst bond (t = 0:10 ps);
breaking of the second bond
(t = 0:15 ps); the defect is
formed (t = 0:20 ps).
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The study, based on the extensive use of classical, tight-binding and ab
initio MD simulations [10], shows that the di�erent orientations of the carbon
bonds with respect to the strain axis (in tubes of di�erent symmetry) lead
to di�erent scenarios. Ductile or brittle behaviors can be observed in nan-
otubes of di�erent indices under the same external conditions. Furthermore,
the behavior of nanotubes under large tensile strain strongly depends on
their symmetry and diameter. Several modes of behavior are identi�ed, and
a map of their ductile-vs-brittle behavior has been proposed. While graphite
is brittle, carbon nanotubes can exhibit plastic or brittle behavior under de-
formation, depending on the external conditions and tube symmetry. In the
case of a zig-zag nanotube (longitudinal tension), the formation of the SW
defect is strongly dependent on curvature, i.e., on the diameter of the tube
and gives rise to a wide variety of behaviors in the brittle-vs-ductile map of
stress response of carbon nanotubes [10]. In particular, the formation energy
of the o�-axis 5/7/7/5 defect (obtained via the rotation of the C-C bond ori-
ented 120� to the tube axis) shows a crossover with respect to the diameter.
It is negative for (c; 0) tubes with c < 14 (d < 1:1 nm). The e�ect is clearly
due to the variation in curvature, which in the small-diameter tubes makes
the process energetically advantageous. Therefore, above a critical value of
the curvature a plastic behavior is possible and the tubes can be ductile.

Overall, after the nucleation of a �rst 5/7/7/5 defect in the hexagonal
network either brittle cleavage or plastic ow are possible, depending on
tube symmetry, applied tension and temperature. Under high strain and low
temperature conditions, all tubes are brittle. If, on the contrary, external
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Fig. 15. Evolution of
a (10,10) nanotube at
T = 3000K, strain 3within
about 2.5 ns time. An emerg-
ing Stone-Wales defect splits
into two 5/7 cores which mi-
grate away from each other,
each step of this motion being
a single-bond rotation. The
shaded area indicates the
migration path of the 5/7
edge dislocation failure [9]
and the resulting nanotube
segment is reduced to the
(10,9) in accord with Eq. (14)
[80,81].
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conditions favor plastic ow, such as low strain and high temperature, tubes of
diameter less than approximately 1.1 nm show a completely ductile behavior,
while larger tubes are moderately or completely brittle depending on their
symmetry.

5 Supramolecular Interactions

5.1 Nanotube-substrate and nanotube-nanotube interactions:
Binding and Distortions

Most of the theoretical discussions of the structure and properties of carbon
nanotubes involve free unsupported nanotubes. However, in almost all ex-
perimental situations the nanotubes are supported on a solid substrate with
which they interact. Similarly, nanotubes in close proximity to each other
will interact and tend to associate and form larger aggregates [69]. These
nanotube-substrate interactions can be physical or chemical. So far, however,
only physical interactions have been explored. The large polarizability of car-
bon nanotubes (see article by S. Louie in this volume) implies that these
physical interactions (primarily van der Waals forces) are signi�cant. One
very important consequence of the strong adhesive forces with which carbon
nanotubes bind to a substrate is the deformation of the atomic structure of
the nanotube itself. An experimental demonstration of this e�ect is given
in Fig. 16, which shows non-contact atomic force microscope (AFM) images
of two pairs of overlapping multi-wall nanotubes deposited on an inert H-
passivated silicon surface. The nanotubes are clearly distorted in the overlap
regions with the upper nanotubes bending around the lower ones [30,31].
These distortions arise from the tendency of the upper CNTs to increase
their area of contact with the substrate so as to increase their adhesion en-
ergy. Counteracting this tendency is the rise in strain energy produced from
the increased curvature of the upper tubes and the distortion of the lower
tube. The total energy of the system can be expressed as an integral of the
strain energy U(c) and the adhesion energy V(z) over the entire tube pro�le:
E =

R
[U(�) + V (z(x))]dx. Here, � is the local tube curvature and V(z(x))

the nanotube-substrate interaction potential at a distance z above the sur-
face. Using the experimental value of Young's modulus for MWNTs [71,74]
and by �tting to the experimentally observed nanotube pro�le, one can es-
timate the binding energy from the observed distortion . For example, for
a 100�A diameter MWNT a binding energy of about 0:8 eV/�A is obtained.
Therefore, van der Waals binding energies, which for individual atoms or
molecules are weak (typically 0.1 eV), can be quite strong for mesoscopic
systems such as the CNTs. High binding energies imply that strong forces
are exerted by nanotubes on underlying surface features such as steps, de-
fects, or other nanotubes. For example, the force leading to the compression
of the lower tubes in Fig. 16a is estimated to be as high as 30 nN. The e�ect
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of these forces can be observed as a reduced inter-tube electrical resistance
in crossed tube con�gurations similar to those shown in Fig. 16 [24].

Fig. 16. Atomic force mi-
croscope (AFM) non-contact
mode images of two over-
lapping multi-wall nanotubes.
The upper tubes are seen
to wrap around the lower
ones which are slightly com-
pressed. The size of image (a)
is 330�330 nm and that of (b)
is 500�500 nm. [4]

The axial distortions of CNTs observed in AFM images are also found in
molecular dynamics and molecular mechanics simulations. Molecular mechan-
ics represents a simple alternative to the Born-Oppenheimer approximation-
based electronic structure calculations. In this case, nuclear motion is studied
assuming a �xed electron distribution associated with each atom. The molec-
ular system is described in terms of a collection of spheres representing the
atoms, which are connected with springs to their neighbors. The motion of the
atoms is described classically using appropriate potential energy functions.
The advantage of the approach is that very large systems (many thousands
of atoms) can be easily simulated. Figure 17(a) and (b) show the results
of such simulations involving two single-walled (10,10) CNTs crossing each
other over a graphite slab [31]. In addition to their axial distortion, the two
nanotubes develop a distorted, non-circular cross-section in the overlap re-
gion. Further results on the radial distortions of single-walled nanotubes due
to van der Waals interactions with a graphite surface are shown in Fig. 17(c).
The adhesion forces tend to atten the bottom of the tubes so as to increase
the area of contact. At the same time, there is an increase in the curvature
of the tube and therefore a rise in strain energy ES . The resulting overall
shape is again dictated by the optimization of these two opposing trends.
Small diameter tubes that already have a small radius of curvature RC resist
further distortion (ES / R�2C ), while large tubes atten out and increase
considerably their binding energy (by 115% in the case of the (40,40) tube).
In the case of MWNTs, we �nd that as the number of carbon shells increases,
the overall gain in adhesion energy due to distortion decreases as a result of
the rapidly increasing strain energy [31].



324 Boris I. Yakobson and Phaedon Avouris

The AFM results and the molecular mechanics calculations indicate that
carbon nanotubes in general tend to adjust their structure to follow the sur-
face morphology of the substrate. One can de�ne a critical radius of surface
curvature RCRT above which the nanotube can follow the surface structure
or roughness. Given that the strain energy varies more strongly with tube
diameter (/ d4) than the adhesion energy (/ d), the critical radius is a func-
tion of the NT diameter. For example, RCRT is about (12d)�1 for an NT
with a d=1.3 nm, while it is about (50d)�1 for an NT with d=10 nm.

Fig. 17. Molecular mechan-
ics calculations on the ax-
ial and radial deformation
of single-wall carbon nan-
otubes. (a) Axial deformation
resulting from the crossing of
two (10,10) nanotubes. (b)
Perspective close up of the
same crossed tubes showing
that both tubes are deformed
near the contact region. (c)
Computed radial deforma-
tions of single-wall nanotubes
adsorbed on graphite.[4]

5.2 Manipulation of the Position and Shape of Carbon
Nanotubes

A key di�erence between the mechanical properties of CNTs and carbon
�bers is the extraordinary exibility and resistance to fracture of the former.
Furthermore, the strong adhesion of the CNTs to their substrate can stabilize
highly strained con�gurations. Deformed, bent and buckled nanotubes were
clearly observed early in TEM images [34]. One can also mechanically manip-
ulate and deform the CNTs using an AFM tip and then study the properties
of the deformed structures using the same instrument [23,30]. For this pur-
pose one uses the AFM in the so-called contact mode with normal forces of
the order of 10{50 nN [30]. It was found that most MWNTs can sustain mul-
tiple bendings and unbending without any observable permanent damage.
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Bending of MWNTs induces buckling, observed in the form of raised points
along the CNT, due to the collapsing of shells. When the bending curvature
is small a series of regularly spaced buckles appear on the inside wall of the
nanotube [23]. This phenomenon is analogous to axial bifurcations predicted
by a continuum mechanics treatment of the bending of tubes [39].

In studies of electrical or other properties of individual CNTs it is highly
desirable to be able to manipulate them and place them in particular positions
of the experimental setup, such as on metal electrodes in conductance studies,
or in order to build prototype electronic devices structures. Again the AFM
can be used for this purpose. The shear stress of CNTs on most surfaces is
high, so that not only can one control the position of the nanotubes at even
elevated temperatures, but also their shape.

In Fig. 18, a MWNT is manipulated in a series of steps to fabricate a sim-
ple device [4]. While highly distorted CNT con�gurations were formed during
the manipulation process, no obvious damage was induced in the CNT. The
same conclusion was reached by molecular dynamics modeling of the bend-
ing of CNTs [34]. The ability to prepare locally highly strained con�gurations
stabilized by the interaction with the substrate, and the well known depen-
dence of chemical reactivity on bond strain suggest that manipulation may be
used to produce strained sites and make them susceptible to local chemistry.
Furthermore, bending or twisting CNTs changes their electrical properties
[35,55] and, in principle, this can be used to modify the electrical behavior
of CNTs through mechanical deformation.

5.3 Self-organization of Carbon Nanotubes: Nanotube Ropes,
Rings, and Ribbons

van der Waals forces play an important role not only in the interaction of
the nanotubes with the substrate but also in their mutual interaction [68].
The di�erent shells of a MWNT interact primarily by van der Waals forces;
single-walled tubes form ropes for the same reason [69]. In these ropes the
nanotubes form a regular triangular lattice. Calculations have shown that
the binding forces in a rope are substantial. For example, the binding energy
of 1.4 nm diameter SWNTs is estimated to be about 0.48 eV/nm, and rises
to 1.8 eV/nm for 3 nm diameter tubes [68]. The same study showed that the
nanotubes may be attened at the contact areas to increase adhesion [68].
Aggregation of single-walled tubes in ropes is also expected to a�ect their
electronic structure. When a rope is formed from metallic (10; 10) nanotubes
a pseudogap of the order of 0.1 eV is predicted to open up in the density of
states due to the breaking of mirror symmetry in the rope [18].

A di�erent manifestation of van der Waals interactions involves the self-
interaction between two segments of the same single-wall CNT to produce a
closed ring (loop) [44,45]. Nanotube rings were �rst observed in trace amounts
in the products of laser ablation of graphite and assigned a toroidal structure
[40]. More recently, rings of SWNTs were synthesized with large yields (up to
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Fig. 18. AFM manipulation
of a single multi-wall carbon
nanotube such that electri-
cal transport through it can
be studied. Initially, the nan-
otube is located on the in-
sulating (SiO2) part of the
sample. In a stepwise fashion
(not all steps are shown) it
is dragged up the 80 �Ahigh
metal thin �lm wire and �-
nally is stretched across the
oxide barrier. [4]

50%) from straight nanotube segments. These rings were shown to be loops
not tori [45].

The formation of coils by CNTs is particularly intriguing. While coils of
biomolecules and polymers are well known structures, they are stabilized by
a number of interactions that include hydrogen bonds and ionic interactions
[8]. On the other hand, the formation of nanotube coils is surprising, given
the high exural rigidity of CNTs and the fact that CNT coils can only be
stabilized by van der Waals forces. However, estimates based on continuum
mechanics show that in fact it is easy to compensate for the strain energy
induced by the coiling process through the strong adhesion between tube
segments in the coil. Figure 20 shows how a given length of nanotube l should
be divided between the perimeter of the coil, 2�R, that de�nes the strain
energy and the interaction length, li = l � 2�R, that contributes to the
adhesion (see the schematic in the inset) so that a stable structure is formed
[45]. From this �gure it is clear that the critical radius RC for forming rings
is small, especially for small radius NTs such as the (10,10) tube (r = 0.7
nm).
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Fig. 19. Scanning electron microscope images of rings of single-wall nanotubes
dispersed on hydrogen-passivated silicon substrates. [45]

Fig. 20. Thermody-
namic stability lim-
its for rings formed
by coiling single wall
nanotubes with radii
of 0.7 nm (plain line),
1.5 nm (dashed line),
and 4.0 nm (dotted
line) calculated using
a continuum elastic
model. [45]

The coiling process is kinetically controlled. The reason is easy to under-
stand; to form a coil the two ends of the tube have to come �rst very close to
each other before any stabilization (adhesion) begins to take place. This bend-
ing involves a large amount of strain energy ES / R�2, and the activation
energy for coiling will be of the order of this strain energy (i.e. several eV).
Similar arguments hold if, instead of a single SWNT, one starts with a SWNT
rope. Experimentally, the coiling process is driven by exposure to ultrasound
[44]. Ultrasonic irradiation can provide the energy for thermal activation [66],
however, it is unrealistic to assume that the huge energy needed is supplied
in the form of heat energy. It is far more likely that mechanical processes
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associated with cavitation, i.e. the formation and collapse of small bubbles
in the aqueous solvent medium that are generated by the ultrasonic waves,
are responsible for tube bending [66]. The nanotubes may act as nucleation
centers for bubble formation so that a hydrophobic nanotube trapped at the
bubble-liquid interface is mechanically bent when the bubble collapses. Once
formed, a nanotube \proto-ring" can grow thicker by the attachment of other
segments of SWNTs or ropes. The synthesis of nanotube rings opens the door
for the fabrication of more complex nanotube-based structures relying on a
combination of mechanical manipulation and self-adhesion forces.

Finally, we note that opposite sections of the carbon atom shell of a nan-
otube also attract each other by van der Waals forces, and under certain
conditions this attraction energy (EvdW ) may lead to the collapse of the nan-
otube to a ribbon-like structure. Indeed, such structures are often observed
in TEM [13] and AFM images [43] of nanotubes (primarily multi-wall tubes).
The elastic curvature energy per unit length of a tube is proportional to 1/R
(R, radii of the tubes). However, for a fully collapsed single-wall tubule, the
energy contains the higher curvature energy due to the edges, independent
of the initial radius, and a negative (attractive) van der Waals contribution,
"vdW � 0:03� 0:04 eV/atom, that is proportional to R per unit length. Col-
lapse occurs when the latter term prevails above a certain critical tube radii
Rc that increases with increasing number N of shells of the nanotube. For
example: Rc(N = 1) � 8dvdW and Rc (N = 8) � 19dvdW [13]. The thick-
ness of the collapsed strip-ribbon is obviously (2N � 1)dvdW . Any torsional
strain imposed on a tube by the experimental environment favors attening
[75,76,55] and facilitates the collapse. The twisting and collapse of a nanotube
brings important changes to its electrical properties. For example, metallic
armchair nanotube opens up a gap and becomes a semiconductor as shown
in Fig. 21.

6 Summary: Nanomechanics at a Glance

In summary, it seems useful to highlight the `nanomechanics at a glance,'
based on the knowledge accumulated up-to-date, and omitting technical de-
tails and uncertainties. Carbon nanotubes demonstrate very high sti�ness
to an axial load or a bending of small amplitude, which translates to the
record-high e�cient linear-elastic moduli. At larger strains, the nanotubes
(especially, the single-walled type) are prone to buckling, kink forming and
collapse, due to the hollow shell-like structure. These abrupt changes (bifur-
cations) manifest themselves as singularities in the non-linear stress-strain
curve, but are reversible and involve no bond-breaking or atomic rearrange-
ments. This resilience corresponds, quantitatively, to a very small sub-angstrom
e�ective thickness of the constituent graphitic shells. Irreversible yield of nan-
otubes begins at extremely high deformation (from several to dozens percent
of in-plane strain , depending on the strain rate) and high temperature. The
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Fig. 21. Right: Relaxed structures of a (6,6) nanotube computed using molecular
mechanics as a function of the twisting angle. Left: Computed band-gap energy
using extended Huckel theory as a function of the twisting angle.[55]

atomic relaxation begins with the edge dislocation dipole nucleation, which
(in case of carbon) involves a diatomic interchange, i.e. a ninety-degree bond
rotation. A sequence of similar diatomic steps ultimately leads to failure of
the nanotube �lament. The failure threshold (yield strength) turns out to de-
pend explicitly on nanotube helicity, which demonstrates again the profound
role of symmetry for the physical properties, either electrical conductivity
or mechanical strength. Finally, the manifestation of mechanical strength in
the multiwalled or bundled nanotubes (ropes) is obscured by the poor load
transfer from the exterior to the core of such larger structure. This must lead
to lower apparent strength and even lower linear moduli, as they become lim-
ited by the weak lateral interaction between the tubules rather than by their
intrinsic carbon bond network. The ultimate strength of nanotubes and their
ensembles is an issue that requires the modeling of inherently mesoscopic
phenomena, such as plasticity and fracture, on a microscopic, atomistic level,
and constitutes a challenge from the theoretical as well as experimental points
of view.
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Abstract. After a short presentation on the preparation and structural proper-
ties of multiwall carbon nanotubes (MWNTs), their outstanding electronic, mag-
netic, mechanical and �eld emitting properties are reviewed. The manifestation of
mesoscopic transport properties in MWNT is illustrated through the Aharonov{
Bohm e�ect, universal conductance uctuations, the weak localization e�ect and
its power-law temperature/�eld dependences. Measurements of the Young's modu-
lus of individual nanotubes show the high strength of tubes having well-graphitized
walls. Electron spin resonance (ESR) measurements indicate the low-dimensional
character of the electronic states even for relatively large diameter tubes. The con-
ducting nature of the tubes, together with their large curvature tip structure, make
them excellent electron and light emitters suitable for applications.



334 Forr�o and Sch�onenberger

1 Introduction

With the discovery of multiwall carbon nanotubes (MWNTs) by Iijima in
1991, a new era has started in the physics and chemistry of carbon nano-
structures [1]. After the synthesis of single wall carbon nanotubes (SWNTs)
in 1993 by Bethune and coworkers [2] and by Iijima et al. [3], the main stream
of carbon research shifted towards the SWNTs, especially through the devel-
opment of an e�cient synthesis method for their large scale production by
Smalley and colleagues [4]. Nevertheless, multiwall carbon nanotubes present
several complementary attractive features with respect to SWNTs, both for
basic science and for applications. For example, one advantage of MWNTs is
that they can be grown without magnetic catalytic particles, which are cer-
tainly disturbing for magnetic, and probably for transport measurements, as
well. The larger diameter of the MWNTs enables us to study quantum inter-
ference phenomena, such as the Aharonov{Bohm e�ect, in magnetic �elds ac-
cessible in the laboratory, while study of the same phenomenon would require
600T �elds in the case of SWNTs. The Russian-doll structure allows better
mechanical stability and higher rigidity for the MWNTs which is needed for
scanning probe tip applications. Even for making nanotube composites, for
which the �rst step is the chemical functionalization of the tube walls, the
multiwall con�guration is more advantageous, since e�cient load transfer can
be achieved without damaging the sti�ness of the internal tubes.

The chapter is organized as follows. First we will briey review the produc-
tion methods for MWNTs. Since the control of sample quality is a condition
sine qua non for all studies, we present the puri�cation and the structural
characterization of the nanotubes. Di�erent methods for �lling the hollow
interior of the nanotubes with a variety of elements is described. The longest
section of the chapter is devoted to the transport properties of MWNTs, since
these properties are really spectacular, and most of the mesoscopic transport
phenomena can be studied on this system. The magnetic properties are in-
vestigated with the electron spin resonance (ESR) technique and the �nger-
prints of low-dimensionality are investigated. The �eld emission properties
of MWNTs, which allowed the �rst application of these structures in at
panel displays, are studied for individual nanotubes. Light emission follows
the discussion on electron emission. This phenomenon is presented not only
in the �eld emission con�guration, but also by using an STM tip for electron
injection. The mechanical properties of MWNTs (as compared to SWNT
ropes) are also discussed. A review of the role of the defects, deformations,
and mechanical manipulation of MWNTs is also presented.

2 Production methods and puri�cation

Carbon nanotubes are produced in several di�erent ways. One method relies
on a carbon arc where a current on the order of 70 to 100A passes through a
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graphite rod (which serves as the anode) to a graphite cathode in a He atmo-
sphere [1,5,6]. In the arc process, a rod-shaped deposit forms on the cathode
as shown in Fig. 1. This deposit has a hard grayish outer shell, which houses a
soft deep black material. This material consists of �ne �bers (typically 1mm
in length and a fraction of a mm in diameter), which under high resolution
transmission electron microscopy (HRTEM) are revealed to be dense bun-
dles of MWNTs [6]. Production rates are reasonably high: several hundred
mg of raw material is produced in about 10 min. The material is quite het-
erogeneous and consists of MWNTs with a rather large dispersion in their
outer and inner diameters. The MWNTs are typically 10nm in diameter and
are on the order of 1m long. The tubes tend to be very straight (when not
stressed, of course). Besides MWNTs, this method also produces rather large
amounts of graphitic material in the form of multilayered fullerenes (or car-
bon onions) and amorphous carbon which covers the nanotubes. Puri�cation
steps are often employed [7,8] with varying degrees of success.

Fig. 1. Scanning Electron Microscope image of the (a) rod-shaped deposit on the
cathode and of (b) a zoomed part of a deposit, which shows the heterogeneous
character of the as-grown nanotube soot [8]

For the sake of completeness, we mention that a variation of this synthe-
sis method can be used to produce SWNTs (with diameters of the order of
1 nm), by replacing the graphite anode with a hollow graphite tube which is
�lled with graphite powder containing powdered transition metal (i.e., Fe, Co,
Ni,) and/or rare earth metal (Y, Lu, Gd) catalysts, and other metals as well
(i.e., Li, B, Si, Sn, Te, Pb,...) [2,12]. This method was originally discovered by
Bethune and co-workers [2] and by Iijima and co-workers [3]. A method which
holds much promise was subsequently introduced by Smalley and coworkers
[4], and involves the laser ablation in a He atmosphere of a graphite target
which is impregnated with a transition metal catalyst. The material which is
produced by this process is very rich in long bundles of SWNTs. Subsequent
puri�cation steps allow this material to be re�ned (through the elimination
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of other graphitic particles) to \bucky paper", which is a dense mat of pu-
ri�ed SWNTs, and this bucky paper is used for many physical properties
measurements.

Other, less exotic, nanotube production methods are based on the thermal
decomposition of hydrocarbons in the presence of a catalyst (for a review,
see Fonseca et al. [13]). These methods [14] are most closely related to tra-
ditional carbon �ber production schemes, which have been known for a long
time [15,16]. There have been several adaptations to nanotube production,
involving a hydrocarbon (i.e., acetylene, methane) and very small catalyst
particles (i.e., Co, Cu, Fe) supported on a substrate (silica, zeolite) [17{
19]. At elevated temperatures, the hydrocarbon decomposes on the catalyst,
whereby long nanotubes are spun from the particle (Fig. 2). These methods
produce an impressive variety of nanotubes [20], many of which are regu-
larly coiled, forming long helices [21]. This helix-forming feature indicates
the presence of defects (non-hexagonal units) in the graphitic structure [22].
The method is relatively simple to apply and produces nanotubes in large
quantities. Thus, vapor phase growth is of interest, since large quantities of
nanotubes are necessary for many applications, such as making composite
materials.

Fig. 2. On the left, a scanning electron (SEM) micrograph of MWNTs prepared
by catalytic decomposition of acetylene, and, on the right, an ordered array of
nanotubes deposited on pre-designed lithographic structures [23]

A further advantage of the gas phase growth method is that it enables
the deposition of carbon nanotubes on pre-designed lithographic structures
[23], producing ordered arrays, a dense forests of aligned nanotube �lms on
surfaces (Fig. 2) which can be used in applications such as thin-screen tech-
nology, electron guns, etc.

No matter which type of carbon nanotubes we are dealing with, the �rst
step in the study of carbon nanotubes is technological: their puri�cation. Pu-
ri�cation steps, that are commonly performed, may consist of controlled ox-
idation, chemical treatment, �ltration and other procedures, each with their
advantages and disadvantages. The very �rst puri�cation method consisted
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of burning the raw soot in air. Since the non-nanotube graphitic structures
are less resistive to oxidation, they will burn �rst. This method resulted in a
relatively pure nanotube soot, but nevertheless with damaged tube walls and
tips, and resulted in losing about 99wt% of the material [24]. It is possible to
save a much larger percentage of tubes by using surfactants and then succes-
sive �ltrations [25]. A liquid-phase separation of nanotubes and nanoparticles
was performed by �ltering a kinetically stable colloidal dispersion consisting
of the carbon material in a water/surfactant solution, thus allowing extrac-
tion of the nanotubes from the suspension, while leaving the nanoparticles in
the �ltrate. Further puri�cation was accomplished by size-selection through
controlled occulation of the dispersion. Final separation yields as high as
90% in weight were obtained without any damage to the tube tips or tube
walls following the occulation separation process. The result of this separa-
tion is seen in Fig. 3. An interesting side-product of this puri�cation method
is a large quantity of polyhedral, onion-like carbon particles, which are inter-
esting nanostructures in their own right.

Fig. 3. Scanning electron (SEM) micrographs of a MWNT deposit (top) and
MWNTs after puri�cation (bottom right) and as a `side-product' of onion-like car-
bon nanoparticles (bottom left) [7,8]
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3 Crystallographic Structure

3.1 Crystallographic structure as seen by HRTEM

For fundamental studies and for some applications, one is looking for \per-
fect" nanotube structures, which means well-graphitized nanotube walls, with
a level of defects as low as possible. High resolution transmission electron mi-
croscopy (HRTEM) provides valuable information about the nanotube qual-
ity prepared by di�erent synthesis methods. The MWNTs grown by the arc
discharge method have generally the best structures, presumably due to the
high temperature of the synthesis process. It is likely that during the growth
process, most of the defects are annealed. In the HRTEM image these rolled-
up graphene sheets appear as straight lines (see Fig. 4). Each nested graphite
cylinder has a diameter which is given by two integers m and n, the coe�-
cients of the lattice vectors a1 and a2 in the chiral vector Ch = na1 +ma2
which describes the way the graphene sheet is rolled-up, and relates to the
helicity of the nanotube [26,27], and is described elsewhere in this volume
[28,29]. The diameter dt of the (n;m) nanotube is given by

dt = a(m2 +mn+ n2)1=2=�: (1)

The interlayer spacing in MWNTs (0.34 nm) is close to that of turbostratic
graphite [16,30]. Since nanotubes are composed of nearly coaxial cylindri-
cal layers, each with di�erent helicities, the adjacent layers are generally
non-commensurate, i.e., the stacking cannot be classi�ed as AA or AB as
in graphite [16,30]. The consequence of this interplanar stacking disorder
is a decreased electronic coupling between the layers relative to graphite.
MWNTs also have structural features which are di�erent from the well-
ordered graphitic side-walls: the tip, the internal closures, and the inter-
nal tips within the central part of the tube, called the \bamboo" structures
(Fig. 4). The structure of the tips is closely related to that of the icosahedral
fullerenes [31], where the curvature is mediated by introducing pentagons
(and higher polygons) into the structure, while maintaining essentially the
sp2 electronic structure (i.e., 3 bonds) at each carbon atom site. A variety of
tip structures are commonly observed [32], and an usual feature is that the
tubules within the MWNT often close in pairs at their tips. The tips play
an especially important role in the electronic and �eld emission properties
of nanotubes. There has been considerable debate concerning the structure
of MWNTs, i.e., whether in fact the tubules close on themselves or if nan-
otubes sometimes are scrolled [21] (i.e., whether one or more of the sheets of
graphite that are rolled have two edges). This interpretation followed analysis
of HRTEM and electron di�raction studies of nanotubes which revealed that
the number of di�erent chiral angles which are observed in a MWNT are
usually less than the number of tubules. Anomalous layer spacings are also
observed (at least for catalytically grown tubes). This would be the case if one
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Fig. 4. HRTEM images of MWNTs grown by the arc-discharge method, showing
the well graphitized wall, the tip and the \bamboo" structure [9{11]

sheet produced several cylindrical layers in the tube. However, the consen-
sus viewpoint from many HRTEM studies appears to favor the Russian doll
model, since there has been little evidence for the edges which should result
from graphene scrolls. However, nanotubes morphologies may vary consid-
erably with the production method. This is especially true for catalytically
grown nanotubes. If the growth conditions are not adjusted properly, then
poorly graphitized walls result, and tubes with so-called co�ee-cup structures
form (see Fig. 5).

There can be other types of defects which are more di�cult to visualize
like point defects in planar graphite, consisting of vacant sites (Schottky de-
fects) and displacements of atoms to interstitial positions (Frenkel defects).
These are quite costly in energy due to the strength of the broken bonds,
but these defects can be introduced by high energy electron irradiation [33].
Ultrasonic treatment may also produce defects in MWNTs [34] and SWNTs
[35], which become more susceptible to chemical attack after being subjected
to high intensity ultrasound treatment. Defective structures also result after
severe chemical attack (i.e., in hot nitric acid and oxidation at elevated tem-
perature) which has the e�ect of destroying the tips and hence provides a
method to open the tubes.
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Fig. 5. HRTEM images of MWNTs produced by the decomposition of acetylene
using a Co/silica catalyst, (i) at 720�C and (ii) at 900�C. All scale bars are 10 nm
[7]

3.2 Filling of carbon nanotubes

The hollow interior of carbon nanotubes naturally presents us with an op-
portunity to �ll the nanotube core with atoms, molecules, or metallic wires,
thereby forming nanocomposites with new electronic or magnetic properties.
In early approaches, electrodes composed of carbon impregnated with the
�lling material were used [36,37]. This resulted in a large variety of �lled
graphitic structures, metallic carbides, but with relatively low yield. Loiseau
and collaborators [38] realized that a minute quantity of sulfur present in
the graphite/metal mixture helps to wet the surface of the cavity, so that
the tubes �ll up over micron distances with a high yield [20]. Nanowires of
various elements (or their sul�des) were formed by this method, including
transition metals (Cr, Ni, Co, Fe), rare earth metals (Gd, Sm, Dy) and co-
valent elements (Ge, Se, Sb). Figure 6 displays a nanotube with a crystalline
wire of Ge inside the core [38,20].

Other approaches to �lling the hollow core involved the exploitation of
nanotube capillarity [39]. This procedure for �lling nanotubes may involve a
chemical method, using wet chemistry [40]; or (b) a physical method, where
capillarity forces induce the �lling by a molten material [41{43]. In the wet-
chemistry method, the nanotubes are reuxed in a nitric acid bath in order
to open their tips. When a metal salt is simultaneously used in the bath, it
is possible to obtain oxide or pure metal particles by a subsequent anneal-
ing process. Also, the metal/salt solvent bath can also be used on previously
opened tubes. However, the drawback of this method is that it requires chem-
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Fig. 6. HRTEM image of a MWNT �lled with crystalline Ge. Waiting for Loiseau
[38,20]

ical manipulation over a long time to open nanotubes containing various tip
structures, \bamboo" closures and various numbers of SWNT constituent
layers. Furthermore, the reduction of the metal salts inside the tubes does
not give a continuous wire, but rather yields metallic blobs. This can be
observed in Fig. 7 in the case of a nanotube �lled with silver [43].

In the physical method, the nanotubes are �lled by �rst opening them,
for example, by heating them in air to oxidize the nanotube tips preferen-
tially, and the opened tubes are then submerged in molten material [41{43].
Studies of �lling nanotubes with liquid metals have shown that only certain
metals will enter the nanotubes and that the metal surface tension is the de-
termining factor [37,43]. Further studies along these lines have demonstrated
that the capillary action is related to the diameter of the inner cavity of the
nanotube. This was explained in terms of the polarizability of the cavity wall,
which is related to the radius of curvature, through the pyramidalization an-
gle (bond-bending angle) and the polarizability of the �lling material [43].
The �lled nanotubes with di�erent metals o�er exciting structures for future
electronic studies. In the following sections, we focus on a review of electri-
cal and magnetic measurements that have been performed on arc-discharge
grown MWNTs, which show good structural order and their purity is well
controlled.
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Fig. 7. HRTEM of a carbon nanotube whose inner cavity is �lled with silver par-
ticles (lattice fringes correspond to [111] planes of Ag, with a lattice spacing of
0.23 nm). The tube cavity is �rst �lled with molten silver nitrate that is subse-
quently reduced to metal by electron irradiation, in situ, in the electron microscope
[43]

4 Electronic Properties of Multiwall Carbon

Nanotubes

The electronic and electrical properties of low-dimensional conductors are an
exciting area of research. Very rich phase diagrams have been predicted. Since
a small set of 1-D modes is su�cient to describe the low-energy electronic
properties of carbon nanotubes, they are considered prototype 1-D molecu-
lar conductors. This is particularly true for single-wall nanotubes (SWNTs).
Many interactions are especially strong in 1-D. The Coulomb interaction,
for example, cannot e�ciently be screened, leading to a strongly correlated
electron gas, called a Luttinger liquid, whose low-energy excitations are long-
range density waves. In Luttinger liquids a pseudo-gap develops for the con-
ventional quasi-particles. Because multi-wall nanotubes (MWNTs) consist of
several coaxially arranged SWNTs, one may expect that MWNTs do not
qualify as 1-D conductors. However, there is now convincing evidence that
Luttinger-liquid-like features are present in MWNTs too [44]. Moreover, the
electric current introduced into a MWNT from the outside is con�ned to
a large extent to the outermost SWNT [45,46]. In this respect, studying
MWNTs is somewhat similar to studying transport in large diameter SWNTs.
This is interesting because SWNTs of diameters similar to the outer diame-
ter of a typical MWNT (20nm) have not yet been observed. Large diameter
nanotubes have speci�c advantages: they favor low-ohmic contact and allow
investigation of quantum-interference phenomena in a magnetic �eld, such as
the Aharonov{Bohm e�ect. This is not possible in SWNTs, because a huge
magnetic �eld of order 1000T would then be required. This section focuses
on the electrical and electronic properties of MWNTs with an emphasis on



Multiwall Nanotubes 343

electrical measurements. Though quite a variety of experimental results are
available today, very fundamental questions remain unanswered, partly be-
cause of conicting results. For example, at present we do not know with
certainty the electronic ground state of carbon nanotubes. Do quasi-particles
in the sense of Fermi liquid theory exist or is the ground state a correlated
many-body state (charge-density wave)? May it be possible that supercon-
ducting or ferromagnetic uctuations are present, and a�ect the ground state?
To what extent are carbon nanotubes (SWNTs and MWNTs) ballistic quan-
tum wires? Because it is impossible to discuss all available data in depth, we
focus on a few representative measurements by which the present picture of
the electronic properties of MWNTs can be illustrated. The selections made
by the authors is biased by their own research. The presentation is therefore
neither complete, nor balanced.

This section is structured as follows. Section 4.1, written in a form acces-
sible to any scientist with a basic background in condensed matter physics,
provides additional introductory material to help the reader understand the
chapter, and more detailed reviews can be found in Refs. [47,48]. Section 4.2
briey reviews recent work regarding electrical transport in MWNTs (see
also Ref. [44]). This section has been added for those interested in entering
this �eld of research. Next, we mention in Sect. 4.3 important results re-
garding transport in �lms, assemblies and ropes of MWNTs. We emphasize
the measured positive Hall coe�cient and briey mention recent results on
the thermopower. Most of the text is concerned with measurements on single
MWNTs (Sect. 4.4). This section is further divided into parts on: 1) electri-
cal transport in zero magnetic �eld (temperature and gate-dependence of the
resistance), 2) magnetotransport (magnetic-�eld-dependence), and �nally, 3)
spectroscopy, highlighting density-of-state features in carbon nanotubes. The
chapter ends in Sect. 4.9 with a discussion of the most pressing issues.

4.1 Multiwall Nanotubes in Relation to Graphene Sheets

A multi-wall carbon nanotube (MWNT) is composed of a set of coaxially
arranged single-wall carbon nanotubes (SWNTs) of di�erent radii [1]. The
distance between nearest-neighbor shells corresponds, within a good approx-
imation, to the van-der-Waals distance between adjacent carbon sheets in
graphite (3:4�A) [16]. The outer diameter of MWNTs depends on the growth
process. It is typically of order 20 nm for arc-discharge grown tubes, but can
attain values exceeding 100nm for some CVD-grown MWNTs. (The term
nano�ber is reserved for multiwall nanotubes in the diameter range 10{100nm
[16].) Transmission electron microscopy has shown that these large diameter
tubes contain a considerable amount of defects (see Fig. 5), though examples
of MWNTs with lower defect densities have been demonstrated [16]. Car-
bon shells are often not continuous throughout the tube. For this reason, we
will focus only on electrical measurements obtained from arc-discharge grown
MWNTs which have been demonstrated to be highly graphitized [7,9].
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Nanotubes are a special class of fullerene molecules, namely those that
are quantum wires with 1 -dimensional (1-D) translation symmetry. SWNTs
are the simplest of these objects. A SWNT can be constructed from a slice of
graphene (a single planar sheet of the honeycomb lattice of graphite) rolled
into a seamless cylinder, i.e., with all carbon atoms covalently bound to three
neighbor carbons. A large number of such foldings are possible. In fact, each
graphene lattice vector (called a wrapping or chiral vector) de�nes a unique
nanotube [47]. Regarding electronic properties, SWNTs can be further classi-
�ed as being either semiconductors or metals [49{51]. If all wrapping vectors
would be realized with equal probability, 1=3 of the SWNTs would be metallic
and 2=3 semiconducting. Assuming that neighboring shells do not interact,
the electronic properties of MWNTs would be similar to a set of independent
SWNTs with radii in the range of a few nanometers to � 10 nm. Though the
coupling strength between adjacent shells might be low, it possibly cannot
be neglected altogether [52]. For this reason, a much richer band structure
might be expected. Graphite is, in fact, an excellent example for demon-
strating the importance of the weak inter-plane coupling for ground-state
properties. Graphite is a semimetal, and the �nite density-of-states (DOS) at
the Fermi energy can be traced back to the three-dimensional crystal struc-
ture with �nite interplanar coupling which leads to a small band overlap of
40meV [16,47]. MWNTs are interesting because they allow us to study the
transition from the SWNT single molecule to the behavior of the macro-
scopic crystal (graphite). MWNTs are mesoscopic, in-between the single-wall
nanotube molecules and planar graphite. In this respect, MWNTs play the
same role as carbon onions play to fullerene research [16,29,53]. An imme-
diate question arises now: are the electronic properties of MWNTs closer to
graphite or do MWNTs rather behave as a set of independent SWNTs? In
order to be able to discuss the electrical measurements of MWNTs, it is useful
to briey highlight the important electronic properties of the two reference
systems: graphite and ideal SWNTs.

Starting with graphite, we will �rst review the band structure of a single
layer of graphite, called a graphene sheet. The carbon atoms in a graphene
sheet form a planar hexagonal lattice, the honeycomb lattice. Each carbon
atom is covalently bound to three neighbor carbons by sp2 molecular or-
bitals. The fourth valence electron, an atomic pz state, hybridizes with all
other pz orbitals to form a delocalized �-band. It is important to recognize
that the unit-cell of graphene contains two carbon atoms. Hence, the �-band
has to accommodate two electrons per unit cell. In the case of an even num-
ber of valence electrons, a material can in general be either a metal or a
semiconductor. The system that is realized depends on the speci�c form of
the overlap integral. Figure 8 shows the result of a simple tight binding calcu-
lation [54]. It is seen that the bonding � -band is always energetically below
the antibonding �? band for all wavevectors, except at the corner points of
the Brillouin zone boundary (the K points), where the band splitting is zero
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by the symmetry of the honeycomb lattice [47]. With regard to band over-
lap, graphene is very unusual. Theoretically, all bonding states will be �lled
up to the corner points, which coincide with the Fermi energy EF . Since the
density-of-states (DOS) is zero at EF , graphene is not a true metal. However,
it also not a true semiconductor, because there is no excitation gap at the K
points. Graphene can thus be characterized as a zero-gap semiconductor or
as a zero-DOS metal.

E

kx ky

K
K'

Fig. 8. Tight-binding dispersion relations of the �- (lower half) and �? (upper
half) bands of graphene. The energy is expressed in units of the nearest-neighbor
C-C overlap integral 0 ' 3:0 eV and measured relative to the Fermi energy EF for
neutral (undoped) graphene [55]

The insight into the band structure of graphene allows us to calculate the
Drude resistivity. In the vicinity of EF , the electron states can be approxi-
mated by E = �~vF jkj, where k is the 2-D-wavevector measured with respect
to the two independent Brillouin corner points [56]. Energies are measured
relative to the charge neutrality level, and the Fermi velocity is taken to be
vF = 106m/s [54,57{59]. For the electron density-of-states (DOS), we obtain
n2D(E) = 2E=�(~vF )

2. Using the Einstein equation �2D = e2n2DD, which
relates the conductivity �2D to the di�usion coe�cient D = vF le=2 and the



346 Forr�o and Sch�onenberger

electron density, we obtain for the energy-dependent conductivity �2D(E)

�2D(E) =

�
2e2

h

�
E

~vF
le , (2)

where le is the carrier scattering length. In order to be able to calculate the
equilibrium sheet conductivity �2D at a �nite temperature (T ), the exact po-
sition of the Fermi level needs to be known. Without any doping, EF = 0.
For a real graphene surface a �nite doping is unavoidable due to adsorbates
causing partial charge transfer. In this more realistic situation, the Fermi level
will be either below (hole doping) or above (electron doping) the neutrality
point. Two cases have to be distinguished: the high- and low-temperature
limits, de�ned by kT � jEF j and kT � jEF j, respectively. For the latter
(either strongly doped, or su�cient low temperature) �2D is given by Eq. 2
with E replaced by jEF j. Note, that the mean-free path is in general T -
dependent, due to electron-phonon scattering, for example, thus le increases
with decreasing T and approaches a �nite zero-temperature value, only de-
termined by static disorder. The equation therefore predicts true metallic be-
havior for the temperature-dependent resistance, i.e., the electric resistance
should decrease with decreasing temperature due to the gradual suppression
of electron-phonon scattering. In the high-temperature limit (kT � jEF j,
i.e., low doping or ideal graphene) �2D is given (up to a numerical factor of
order 1) by Eq. 2 with E replaced by kT . That �2D / T reects the fact
that the carrier density is proportional to T . Also this equation predicts a
metallic temperature-dependence of the resistance provided that le / T�p

with p � 1. This condition is always met, except for highly disordered sam-
ples for which le is a constant over a substantial temperature range. The
resistance of such `dirty' samples should display a R(T ) / T�1 dependence.
Unfortunately, there are no measurements for the electric sheet resistance
of graphene, since graphene is a theoretical object. In contrast, there is an
extensive source of literature for graphite (including graphitic �bers and tur-
bostratic graphite) [15,16]. Graphite consists of a regular A-B-A-B stacking of
graphene planes. There is a weak interplane coupling of order � � 10 meV,
which results in semimetallic behavior and a band overlap of 40meV. Most
importantly, graphite develops a �nite DOS at EF and is therefore a metal.
The sheet conductivity is approximately given by Eq. 2 with E replaced by �
(if kT � �). We therefore expect a metallic temperature-dependent resistiv-
ity for crystalline graphite in the temperature range kT � �. Figure 9 shows
the measured temperature-dependence of the electric resistivity �(T ) for dif-
ferent forms of carbon �bers [15]. The upper curves correspond to disordered
pregraphitic carbons while the ones with lower � correspond to highly graphi-
tized samples. Because we will be discussing arc-discharge grown MWNTs in
this chapter, arc-grown graphitic �bers (graphite whiskers [16,60]) provide
a good reference material. Both arc-grown and single crystalline graphite
display a metallic �(T ), i.e., the resistivity decreases with decreasing temper-
ature T . From the typical value of 5� 10�6
m (100K) for the resistivity, a
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Fig. 9. Electrical resistivity � as a function of temperature T for di�erent form
of graphitic �bers taken from Ref. [15]. The higher up the curves, the larger the
disorder. The curve with the lowest resistivity corresponds to crystalline graphite

sheet resistance R2 of R2 = 1:5 k
 is deduced. Taking Eq. 2 with E replaced
by � � 10meV, we obtain a scattering length of le = 600nm. Because the
zero-temperature resistivity of single-crystalline graphite can be more than an
order of magnitude lower, large mean-free paths for scattering le > 1�m are
possible. Based on this consideration we can expect that carbon nanotubes
may be 1-D ballistic conductors, provided that nanotubes of structural qual-
ity similar to single-crystalline graphite can be obtained. For the uppermost
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curve in Fig. 9, corresponding to highly disordered carbon �bers, the mean-
free path is only of order 1:5nm. In such disordered materials the graphene
planes have a high density of structural defects as well as random stacking
(turbostratic graphite) [16], and the interplane coupling is reduced to � � 0.
The properties of disordered carbon �bers are therefore very well approxi-
mated by a set of independent sheets of `dirty' graphene. For the comparison
with MWNTs we should memorize the following two observations: 1) disor-
dered graphite is characterized by a resistance upturn at low temperatures
(localized behavior) with a typical sheet resistance of R2 � 100k
, and 2)
crystalline graphite is characterized by a metallic R(T ) with R2 � 1 k
 [61].

Next, we will briey discuss the electronic properties of the other reference
compound, that is of a perfect single-wall carbon nanotube. A SWNT is ob-
tained from a slice of graphene wrapped into a seamless cylinder. The periodic
boundary condition around the nanotube circumference causes quantization
of the transverse wavevector component. Let us denote the wavevector along
the tube direction by k and the transverse component by k?. The allowed
k? are spaced by 2=dt, where dt is the tube diameter. The 1-D band struc-
ture can now easily be constructed using for example the 2-D tight-binding
band structure E(kx; ky) of graphene, shown in Fig. 8. Each k? within the
�rst Brillouin zone gives rise to a 1-D subband (1-D dispersion relation) by
expressing E as a function of k for the given k?. Hence, a set of subbands
Ek?(k) is obtained. A large diameter tube will have many such subbands,
while a small diameter tube has only a few. It turns out that both metallic and
semiconducting nanotubes are possible. A nanotube is metallic if and only if
the K points belong to the set of allowed k-vectors. In the k � p scheme, the
eigenfunctions in the vicinity of the K points are approximated by a product
of one of two fast oscillating graphene wavefunctions 	K(r), changing sign
on the scale of interatomic distances, and a slowly varying envelope function
F (r) [58]. The periodic boundary condition leads to the following condition
for 	K [62]:

	K(r +L) = 	K(r) exp(i2��=3) ; (3)

where L measures the length around the tube circumference and � = 0;�1,
depending on the wrapping or chiral vector [55]. Taking for the slowly varying
function F a plane wave (free electrons) and noting that F should cancel the
phase factor in Eq. 3, we obtain the condition

k? =
2

dt
(n� �=3) n = 0;�1;�2; : : : (4)

for the allowed transverse wavevectors. The approximate 1-D dispersion rela-
tions, valid in the vicinity of EF , can now be derived using E(k) = �~vF jkj.
Explicitly:

En(k) = �E0

p
(n� �=3)2 + (kdt=�)2 (5)
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with E0 = 2~vF =dt. These approximate dispersion relations are shown in
Fig. 10. As can be seen, there are metallic (� = 0) and semiconducting (� =
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Fig. 10. Approximate dispersion relations (left) for the 1-dimensional electronic
energy bands and the corresponding density-of-state (right) of metallic (a), and
semiconducting (b), single-wall carbon nanotubes close to the Fermi energy. The
energy scale is in units of E0 = 2~vF =dt

�1) nanotubes. The bandgap of a semiconducting tube is Eg(dt) = 2E0=3,
which is inversely proportional to the tube diameter. We obtain 0:68 eV for
a tube with d = 1:3nm. Since MWNTs have rather larger diameters of order
20 nm, the corresponding bandgaps are only Eg � 44meV. We mention, that
the set of 1-D subbands in Fig. 10 needs to be duplicated because the K and
K 0 points which are equivalent in the absence of a magnetic �eld are both in
the �rst Brillouin zone [47,55]. Furthermore, the crossing at the Fermi energy
between the bonding and antibonding states need not necessarily be at k = 0
[47]. The Fermi level crossing for zig-zag (n; 0) tubes, which can be metallic
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or semiconducting, is at k = 0. In contrast, the level crossings are found at
k = �2�=(3a0) for armchair (n; n) tubes. Armchair tubes are always metallic.
For all metallic nanotubes, the Fermi energy intersects two 1-D branches with
positive velocity (right-movers) and two with negative velocity (left-movers)
[47]. This corresponds to two 1-D modes (not counting spin) leading to a
quantized conductance of G = 4e2=h for an ideal nanotube. Figure 10 also
shows the corresponding density-of-states (DOS), which are characterized by
sharp features (van Hove singularities) at the onset of subbands. The ob-
servations of these singularities in, for example, tunneling spectroscopy, is a
direct proof for the presence of a 1-D band structure. This has indeed been
observed in SWNTs using scanning-tunneling spectroscopy at low tempera-
tures [63,64]. Since MWNTs consist of tubes with larger diameters (dt), we
need to understand how the van Hove singularities develop if dt approaches
values comparable to the mean-free path le. The picture sketched above is
valid if le � dt (1-D-ballistic transport). In contrast, if le � dt transport is 2-
D-di�usive and the density-of-states should closely resemble that for graphene
without any singularities. If, on the other hand, le is of the same order as
dt, transport is neither fully 2-D-di�usive, nor 1-D-ballistic. In this regime,
the characteristic subband features in the DOS are still present, albeit con-
siderably broadened. One expects to see broadened peaks in the DOS with a
mean level spacing of the 1-D subbands given by

�Esb = E0=2 =
~vF
dt

� 33meV (dt = 20nm); (6)

where E0 = 2~vF =dt.
For a metallic nanotube, two subbands are occupied at EF . Consequently,

the electric conductance G is predicted to be G = 4e2=h, provided the com-
plete wire is ballistic. We not only require le � dt, but in addition ballistic
transport requires that le � L, where L is the length of the electrically con-
tacted nanotube segment. More precisely, ballistic transport requires that
backscattering must be absent altogether, taking into account both the nan-
otube together with the electric contacts. This condition is very hard to sat-
isfy in the laboratory [44]. Important for MWNTs is the question of how the
band structure might change due to inter-tube coupling. This question has
only recently been addressed [65{67]. However, the main consequence of the
low-energy properties can simply be guessed. It is convenient to consider only
two tubes which couple only weakly to each other. If one is semiconducting
and the other is metallic, it is obvious that the low-energy properties are just
determined by the metallic one, with no modi�cations in the DOS around
zero energy. If the two tubes are metallic, the situation is expected to be more
complicated. However, in practice it is most likely that the two tubes have
di�erent chiralities. For example, one tube could be of the armchair type and
the other a zig-zag one, to mention an extreme case. Because the zero-energy
bands cross at di�erent k points for the two tubes, hybridization is very
weak around EF and the total DOS is just the sum of the two. Strong band
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structure modi�cations are only expected for tubes of similar chiralities [66].
We should keep in mind, however, that this picture is not valid, if the tubes
are relatively strongly doped such that EF is shifted either into the valence
or conduction bands. For a comparison of results obtained for SWNTs with
MWNT studies, the following three aspects of SWNTs should be emphasized:
1) an ideal SWNT is either a metal or a semiconductor with a considerable
band gap, 2) the band structure consists of a set of 1-D-subbands, leading to
van Hove singularities in the density-of-states, and 3), the electrical conduc-
tance G is quantized in units of 4e2=h, provided that backscattering is absent
altogether.

4.2 Electrical Transport in MWNTs: A Brief Review

A remarkable variety of physical phenomena have been observed in electrical
transport. The �rst signature of quantum e�ects was found in the magne-
toresistance (MR) of MWNTs. Song et al. studied bundles of MWNTs [68],
while Langer et al. was able to measure the MR of a single MWNT for the
�rst time [69]. In both cases a negative MR was observed at low tempera-
tures indicative of weak localization [70{73]. From these MR experiments, the
phase-coherence length l� was found to be small, amounting to < 20nm at
0:3K, in strong contrast with the ballistic transport theoretically expected for
a perfect nanotube. However, evidence for much larger coherence lengths in
SWNTs was provided by the observation of zero-dimensional states in single-
electron tunneling experiments [74,75], and in other experiments discussed
below.

Recently, a pronounced Aharonov{Bohm resistance oscillation has been
observed in MWNTs [46]. This experiment has provided compelling evidence
that l� can exceed the circumference of the tube, so that large coherence
lengths are possible for MWNTs too (see also [76]). Since the magnetic-
ux modulated resistance is in agreement with an Aharonov{Bohm ux of
h=2e, this oscillatory e�ect is supposed to be caused by conventional weak-
localization for which the backscattering of electrons is essential. In essence,
as in the work of Langer et al. [69], 2-D-di�usive transport could explain the
main observation reasonably well.

The Aharonov{Bohm experiment provides a convincing proof that the
electric current ows in the outermost (metallic) graphene tube, at least at
low temperatures T < 70K. Presumably, this is a consequence of the way in
which the nanotubes are contacted. In general, electrodes are evaporated over
a MWNT, and the electrodes therefore contact the outermost tube preferen-
tially. Since it is essentially only the outermost tube that carries the current,
large diameter single graphene cylinders can now be investigated. Recently,
proximity-induced superconductivity was found in weak links formed by a
bundle of SWNTs in contact with two superconducting banks [77]. Further-
more, spin transport also has been considered. Here, a MWNT was contacted
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by two bulk ferromagnets (e.g., Co) and the electrical resistance was mea-
sured as a function of the relative orientation of the bulk magnetization in
the two ferromagnetic contacts [78]. A resistance change of order 10% was
found, from which the authors estimate the spin-ip scattering length to be
> 130nm. All the striking results mentioned above were obtained by contact-
ing a single nanotube with the aid of micro- and nano-structured technologies.

Alternative approaches for contacting nanotubes have been developed as
well. For example, Dai et al. [79] and Thess et al. [80] have measured the volt-
age drop along nanotubes using movable tips, and Kasumov et al. have de-
veloped a pulsed-laser deposition method [81]. Furthermore, scanning-probe
manipulation schemes were developed [82{84], and recently is has been shown
that SWNTs can directly be synthesized to bridge pre-patterned structures
[85]. Still another elegant method allowing one to contact a single MWNT
electrically has been used by Frank et al. [45], whereby a single nanotube
extending out of a MWNT �ber (a macro-bundle) is contacted by gently im-
mersing the �ber into a liquid metal (e.g., mercury). Immersing and pulling
out the nanotube repeatedly is claimed to have a cleaning e�ect. In partic-
ular, graphitic particles are removed from the tubes. After some repeated
immersions, an almost universal conductance step behavior is observed, with
steps close to the quantized value G0 = 2e2=h. From these experiments, the
researchers conclude that transport in MWNTs is ballistic over distances on
the order of > 1�m. This is a very striking result because the experiments
were conducted at room temperature. At present, it is not clear why the
conductance is close to G0 instead of the theoretically expected value of 2G0.

4.3 Hall-E�ect and Thermopower in assembled Nanotubes

Already in 1994, Song et al. studied the electronic transport properties of
macro-bundles of MWNTs with diameters tens of �m [68]. The authors mea-
sured the temperature-dependence of the resistance R, its change in magnetic
�eld B and the Hall e�ect. Above 60K, the magnetoresistance (MR) is pos-
itive, i.e., R increases with magnetic �eld; they however also found that a
pronounced negative MR peak develops at low temperatures. This negative
MR-dependence is suggestive of weak localization (WL). WL is an inter-
ference correction to the Drude resistance of a metal. WL primarily lowers
the di�usion coe�cient D due to constructive interference of mutually time-
reversed quasiclassical electron trajectories in zero magnetic �eld. Because
only trajectories of lengths shorter than the phase-coherence length l� can
participate, su�ciently low temperatures are usually required. For T < 10K,
the conductivity � was found to show a ln(T ) dependence. This is in agree-
ment with 2-D-WL theory, so that l� < dt, where dt is the diameter of a
typical MWNT within the bundle. This relatively short coherence length
suggests a small mean-free path for scattering from static disorder, imply-
ing that the MWNTs are fairly disordered. This is further supported by the
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temperature dependence of the measured conductance G = R�1. This tem-
perature dependence of the conductance, as well as of the Hall coe�cient, are
shown in Fig. 11, where G is shown to be proportional to T over a remark-

Fig. 11. The Hall coe�cient RH (left scale) and the conductance (right scale) vs
temperature T taken from Song et al. [68]

ably large temperature range of 50� 300K. Below � 50K the T -dependence
weakens to �nally turn into a logarithmic dependence, characteristic of 2-D-
WL. From the theoretical models, which have been developed for graphite
in Sect. 4.1, a linear G(T ) is predicted for the conductance of disordered
graphene. In this case, le is mostly determined by scattering from static dis-
order, and therefore le is only weakly T -dependent. This yieldsG / T because
of the energy dependent density-of-states (DOS) of graphene. The cross-over
at 50K suggests metallic behavior which can be either due to intertube cou-
pling (like in graphite) or due to doping, thus shifting EF away from the
neutrality point. Because the change of the Hall coe�cient RH from � 0
(high T ) to a pronounced positive value (low T ) coincides with the `atten-
ing' in G(T ), the nanotubes in Fig. 11 are most likely slightly (hole) doped.
From the cross-over temperature (� 50K), the Fermi energy is estimated to
be � �4meV. Using the theoretical DOS for graphene, the sheet doping level
is found to be n2D = 1:5� 109 cm�2, which has to be compared to the bulk
doping level of n3D = 6� 1018 cm�3 obtained from RH . If the material would
be homogeneous and densely packed then n2D = n3DdIp , where dIp = 3:4�A
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is the interplane distance of graphite. Under these assumptions, we obtain
n2D = 2� 1011 cm�3 from RH , which is more than two orders of magnitude
larger than the previous estimate. Though appearing to be inconsistent, this
disagreement can easily be resolved. The apparent inconsistency is caused
by the assumption of complete �lling. Moreover, we know today that most
of the electric current in transport measurements is con�ned to the outer-
most metallic SWNT at low temperature [45,46]. Hence, the volume fraction
cannot exceed dIp=dt � 50, thus resolving this apparent inconsistency.

From �ts of the low-T conductance to WL theory, Song et al. could give
estimates for several important parameters. For example, they obtained R2 �
6 k
 for the sheet resistance, D � 50 cm2/s for the di�usion coe�cient and
le � 5 nm for the mean-free path. The main results of this work, a positive
RH suggesting hole doping and interference corrections at low T , have both
been con�rmed later by Baumgartner et al. with measurements on oriented
MWNT �lms [86].

We have added the following discussion, to emphasize the question of
doping in carbon nanotubes. This has recently received quite some attention,
in particular, regarding research on SWNTs. The Hall coe�cient clearly sug-
gests hole doping (of unknown origin). Much more evidence for hole doping is
emerging now from other work. The thermoelectric power S has been found
to be positive and approximately linear in T at low T , both for SWNT
and MWNT ropes [87{89]. The linear temperature dependence of the ther-
mopower suggest metallic behavior. The substantial positive value of S of
order 40� 60�V/K at 300K initially posed a serious problem, since S should
vanish, if EF lies at the charge neutrality-point, as theoretically expected (for
graphite S � �4�V/K). However, these �ndings of a substantial positive S
are in agreement with the above-mentioned positive Hall coe�cient, suggest-
ing unintentional hole doping. If we assume that EF is considerably shifted
into the valence band, then the large magnitude of S can easily be understood.
Assuming, for simplicity, an energy-independent scattering length, but tak-
ing the DOS to be that of graphene, then S is interestingly exactly given by
the standard textbook formula for free electrons, i.e., S = ��2k2T=(3eEF ).
From the measured value of S one derives �0:14 eV which amounts to a dop-
ing level of n2D = 5� 1010 cm�2. This level may appear to be large, but if
we express the doping in terms of the elementary charge (e) per unit tube-
length, there is on average only one e per 300nm (assuming a SWNT with
d = 2nm). Most recently, it has been shown that the magnitude and even
the sign of S can be changed by annealing the nanotubes in vacuum. It is
believed that such a treatment removes oxygen, which may act as the dopant
[90{92]. Nanotubes might be more sensitive to enviromental conditions than
initially believed. Clearly more work is needed to understand the nature of
the doping and of the doping level.



Multiwall Nanotubes 355

4.4 Electrical Transport Measurement Techniques for Single
MWNTs

Electric measurements on single multi-wall carbon nanotubes (MWNTs) have
been performed in three ways: (1) metallic leads are attached to a single tube
supported on a piece of Si wafer with the aid of microfabrication technology
[46,69,81,93]; (2) the end of a macrobundle of MWNTs, �xed on an move-
able manipulator, is steered above a beaker containing a liquid metal (e.g.,
mercury) and the MWNTs are then gently lowered into the liquid metal.
Accordin to this method, a single MWNT makes contact to the liquid metal
�rst, enabling conductance measurements to be made on a single nanotube
[45], as shown in Fig. 12, and (3) a scanning-tunneling microscope can be
used to measure the local electronic density-of-states by measuring the bias-
dependent di�erential conductance while the tip is positioned above a single
MWNT.
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Fig. 12. (a) Schematic diagram of a contacting apparatus. The �ber is moved into
the liquid metal, while the conductance G is measured. Taken from Frank et al.
[45]. (b) Transmission electron micrograph of the end of a nanotube �ber with one
single MWNT extending far out from the �ber [45]

Because lithography is now widely used for contacting nanotubes, we
discuss the lithographic approach in detail in the following. A droplet of a
dispersion of nanotubes (NTs) is used to spread the NTs onto a piece of ther-
mally oxidized Si. Then, a PMMA resist layer is spun over the sample. An
array of electrodes, each consisting of two or more contact �ngers together
with their bonding pads, is exposed by electron-beam lithography. After de-
velopment, a metallic �lm (mostly Au) is evaporated over the structure and
then lifted o�. The sample is now inspected by either scanning-electron mi-
croscopy (SEM) or scanning-force microscopy (SFM) and the structures that
have one single nanotube lying under the electrodes are selected for electric
measurements. An example of a single MWNT contacted by four Au �ngers
is shown in Fig. 13. Since the success of this contacting scheme works by
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1 µm

Fig. 13. Scanning-electron micrograph of a single multi-wall nanotube electrically
contacted by four Au �ngers from above. The separation between the inner two
contacts is 2 �m [94]

chance, it is obvious that the yield is low. There are many structures which
have either no or several NTs (nanotubes) contacted in parallel. Since a large
array of more than 100 structures can readily be fabricated, however, this
scheme has turned out to be very convenient.

Alternatively, it is also possible to �rst structure a regular pattern of
alignment marks on the substrate. After adsorbing the NTs, the sample is
�rst imaged with SEM or SFM in order to locate suitable NTs. Having noted
the coordinates of the designated nanotubes aided by the alignment marks,
the electrodes can be structured directly onto the respective NTs with high
precision. This improves the yield at the cost of an additional lithography
step. Let us emphasize that the Au electrodes are evaporated directly onto
the nanotubes. The reverse scheme is also possible. Here, electrode structures
are made �rst and the NTs are adsorbed thereafter. In this scheme (nanotube
over the contacts), the contact resistances are typically found to be large
(> 1M
). It was only with the aid of local electron exposure directly onto
the NT-Au contacts that this resistance could be lowered to acceptable values
[95]. In contrast, the contact resistance Rc can be surprisingly small in the
former scheme (nanotube under the contacts). Rc is of order 0:1 : : :20 k
 with
an average of 4 k
 [44]. Rc has been determined by comparing the 2-terminal
(R2t) with the 4-terminal (R4t) resistance according to Rc = (R2t �R4t)=2.
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An `ideal' contact is de�ned to have no backscattering and to inject elec-
trons in all modes equally. Electrons incident from the NT to a contact will
then be adsorbed by the contact with unit probability. Because the contact
couples to both right and left propagating modes equally, Ohm's law should
be valid in this limit. It is important to realize that for ideal contacts, R4t

cannot contain any nonlocal contributions, i.e., contributions to the resis-
tance that arise from a NT segment not located in between the inner two
contacts. Any sign of non-locality points to the presence of non-ideal con-
tacts. Conceptually, it is very hard to image that the Au-electrodes provide
an ideal contact to a metallic nanotube, because the electronic properties
change abruptly from something which is more like a semimetal (well within
the nanotube) to a high-carrier density metal well within the metal contact.

In order to con�rm the ballistic 1-D nature of an ideal metallic nanotube
in transport measurements, ideal contacts (no backscattering) are required.
Only then, will the conductance be quantized and equal to G = 4e2=h. [96].
Since the metallic electrodes are extended and it is very likely that the cou-
pling from the metal to the tube is not uniform, metal-tube tunneling occurs
at many di�erent spots simultaneously. Unfortunately, models for such con-
tacts are not yet available. The interpretation of the measured resistance
would be much easier, if we were able to intentionally choose the strength
of the coupling at the contacts. If this were possible, one could fabricate 4-
terminal devices with low-ohmic contacts for the outer two contacts (placed
as far apart as possible) and very weak-coupling (non-perturbing) contacts
for the inner two. R4t of such a device would then give the real intrinsic
nanotube resistance caused by scattering in the tube. In particular, R4t = 0
for the ballistic ideal metallic NT. Furthermore, a high-ohmic contact (a true
tunneling contact) can be used for tunneling spectroscopy from which the
density-of-states in the tube can be derived.

Until now, lithographically fabricated contacts are only accidentally high-
ohmic. However, an elegant non-invasive measurement of the electrostatic
potential is possible with scanning-probe microscopy in which a tip is used
to probe the potential along a biased nanotube [97]. In addition to allowing
for more than just two contacts, electrostatic gates can be added to supported
NTs enabling one to tune the carrier concentration (Fermi energy). A metal
electrode (not in direct contact with the NT) or the substrate itself can
serve as a gate. In the later case, which is preferred by most researchers, a
degenerately-doped Si substrate is used and the isolation between the gate
and the NT is provided by a thin oxide layer with a thickness of 0:1� 1�m.

4.5 Electrical Measurements on Single MWNTs

Figure 14 shows the characteristic dependence of the equilibrium electric re-
sistance R on the temperature T for a single MWNT with low-ohmic con-
tacts, where it is shown that R(T ) increases with decreasing T . This decrease
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Fig. 14. Four-terminal equilibrium electric reistance R vs T of a single arc-grown
MWNT with a contact separation of 300 nm [98]

is rather moderate and distinctly di�erent to what was found in macrobun-
dles and �lms, discussed in Sect. 4.3, see Fig. 11, where is was found that
R�1 = G(T ) / T . In contrast,R(T ) in Fig. 14 cannot be expressed as a simple
power-law, so that if we would try to write G / T�, then � would range from
0:07 (100K) to 0:19 (0:4K). Hence, the T dependence for a single MWNT is
weaker as compared to macro-bundles. According to our previous discussion
(Sect. 4, Sect. 4.1), the non-metallic looking behavior of Fig. 14 could be taken
as a sign that MWNTs are similar to highly disordered graphite (see Fig. 9).
This is, however, not true. Taking R(300K) = 6 k
, the sheet resistance and
the resistivity are found to be R2 = 1:3 k
 and � = 0:4�
m, respectively.
Here, we have used again the fact that R is determined by the outermost
metallic SWNT [46]. Only arc-grown graphitic �bers or single-crystalline
graphite have shown such low resitivities. But contrary to MWNTs, these
`clean' materials display a metallic R(T )-dependence: the resistance decreases
with decreasing temperature. Based on R2 we conclude that single arc-grown
MWNT are highly graphitized with a low degree of disorder, comparable to
that of single-crystalline graphite, and, that the resistance increase must be
a characteristic feature for this tubular one-dimensional form of graphite.
The low-T resistance of MWNTs di�ers also from SWNTs. Measurements
on SWNTs almost always display Coulomb blockade (CB) behavior below
� 10K [74,75]. In this regime of single-electron tunneling, the whole NT
acts as an island weakly coupled to the environment, i.e., with contact re-



Multiwall Nanotubes 359

sistances larger than the resistance quantum R0 = h=2e2 = 12:9 k
 [99]. For
low applied voltages, R is exponentially suppressed once kT � Ec, where
Ec = e2=2C is the single-electron charging energy of the NT with capacitance
C with respect to the environment. A typical value is Ec � 1meV for a 1�m
long nanotube segment. Figure 14 is representative for all measured MWNTs
with low-ohmic contacts. Coulomb blockade is not observed. According to
theory, 2=3 of the tubes should be semiconducting with a substantial band
gap (even for MWNTs) of order Eg � 40meV for a 20nm diameter tube.
This band gap should give rise to an exponential temperature-dependence,
according to R(T ) / exp(kT=2Eg) which has never been observed. MWNTs
have many tubes in parallel, from which it is clear that the metallic ones will
take over at low temperatures. Because the electrodes are in contact with the
outermost shell, the outermost metallic NT dominates. If the outermost tube
happens to have a gap, a larger contact resistance might be expected because
the electrons would have to tunnel from the electrode through the semicon-
ducting tube into the �rst metallic NT. This also has not been observed until
now. Of all MWNTs contacted from above (i.e., with metal evaporated over
the NT), appreciably high-ohmic contacts are rare (only 10%) [44]. A pos-
sible explantion could be that the NTs are doped, either intrinsically or due
to charge transfer from the metallic contact.

A metallic gate allows study of the dependence of the nanotube con-
ductance on the carrier concentration. Gate sweeps are also important for
providing a convincing proof of Coulomb blockade (CB). If G(T ) is deter-
mined by CB at low T , then G should be periodic in the gate voltage Vg with
a period given by e=C. Figure 15 shows two such gate-sweeps for a single
MWNT at 0:4K, one for zero magnetic �eld, the other in a transverse �eld of
B = 2T. Here G is strongly modulated by Vg with rms-uctuations of order
0:3G0 around an average value of 0:8G0. Coulomb blockade would result in a
periodic modulation with a period in Vg estimated to be 50mV. But the uc-
tuations in Fig. 15 occur rather on a scale of 1V. One might argue that the
NT splits into a sequence of smaller islands at low T , which would give rise
to a uctuation pattern with a larger characteristic voltage scale. This pic-
ture is quite similar to strong localization for which an exponential resistance
increase would be expected at low T , which is not observed. We therefore
conclude that CB is not relevant for MWNTs with low-ohmic contacts down
to 300mK.

It is remarkable that G > G0 for certain Vg in Fig. 15. The observed
pattern reects the quantum states in this nanotube segment approaching
the 0D limit. The pattern is aperiodic because of random scattering, and the
NT behaves like a chaotic cavity. The uctuation is suggestive of so-called
universial-conductance uctuations (UCF) [100{102].

The upper curve in Fig. 15 demonstrates that the pattern is completely
changed in a magnetic �eld of 2T. Because the two curves show no correla-
tions, the so-called correlation �eld Bc < 2T. This allows us to estimate the
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Fig. 15. Conductance of a 300 nm single MWNT segment at T = 0:4K as a function
of gate voltage applied to the degenerately doped Si substrate. The nanotube is
spaced from the back-gate by a Si-oxide layer 400 nm in thickness. Lower (upper)
curve is measured in zero (2T) magnetic �eld. The upper curve is o�set vertically
by e2=h for clarity [98]

phase-coherence length l� which must be > 100nm. Hence, this 300nm NT
segment is certainly 1-D with respect to quantum coherence and even close
to 0D (quantum dot). Let us estimate the expected mean level spacing �E0D

for an ideal NT quantum dot of length L. If spin-degeneracy is removed, then
�E0D = hvF =(4L), amounting to 3meV for L = 300nm. One now needs to
know the leverage factor �Vg=�EF which we estimate to be 100. Hence, 0D
features should show up in the gate-dependence on a voltage scale of order
0:3V, which is indeed the case.

These measurements also allow us to estimate the mean-free path le. Be-
cause strong localization is not observed, we conclude that the localization
length lloc > l�. With lloc � Nle, whereN � 4 is the number of modes, we see
that le > 20nm, so that the mean-free path is of the same order as the diam-
eter of the MWNTs. Hence, there is elastic scattering leading to the interfer-
ence patterns at low temperature, but this scattering is not strong enough to
localize the electron states in the MWNT. This result, that MWNTs are not
free of elastic scattering (there is some disorder), has to be contrasted with
work of Frank et al. [45]. Figure 16 shows the measured conductance G of a
�ber of MWNTs while lowering this �ber continuously into a liquid metal (see
also Fig. 12). In Fig. 16 we see that G increases in steps of magnitude close
to the quantized conductance G0 = 2e2=h. Each step is due to an additional
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MWNT coming into contact with the liquid. The nearly equal conductance
of � G0 for each MWNT, that makes contact with the liquid Ga, has been
taken as evidence for quantum ballistic transport. This e�ect is very striking,
since the experiments in Fig. 16 were done at room temperature. Why the
measured G is only one-half of the expected quantized conductance for an
ideal metallic NT is not understood at present [103]. The measured G � G0 is
also in disagreement with other transport measurements on nominally similar
MWNTs. For example, the NT in Fig. 14 has a room temperature resistance
of only 6 k
 which corresponds to � 4e2=h. Values for the two-terminal con-
ductance of up to 4G0 have been found at room temperature [44]. This is
not unexpected because higher subbands contribute to the conductance at
room temperature, too. Recall, that the mean-level spacing is only 33meV for
dt = 20nm. The result of Frank et al. can be summarized as follows: the mea-
sured resistance is a contact resistance, which is quantized and the intrinsic
NT resistance, determined from the depth-dependence, is small. The latter
is in contrast to recently published length-dependent intrinsic resistances of
4 k
/�m [44] and � 10 k
/�m [97], respectively.
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Fig. 16. Conductance G at room temperature measured in the apparatus shown
in Fig. 12 as a function of depth of immersion of the nanotube �ber into liquid
gallium. As the nanotube �ber is dipped into the liquid metal, the conductance in-
creases in steps of G0 = 2e2=h. The steps correspond to di�erent nanotubes coming
successively into contact with the liquid [104]

To support ballistic transport over micrometer distances, Frank et al.

came up with another interesting experimental observation. Large electric
currents of order 1mA can be driven through MWNTs without destroying
them. Based on the electric power and bulk heat conductivity for graphite, the
NT is expected to evaporate due to the large temperature rise. But no melting
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is observed. This observation of large current densities may however not be
taken as a proof for ballistic transport. Rather, it shows that dissipation is
largely absent (which is an exciting fact by itself). In fact, large currents of the
same magnitude can be passed through lithographically contacted MWNTs
without destroying them, although these MWNTs have been proven not to
be quantum-ballistic [44]. An interpretation of this phenomena is di�cult
because it occurs in the non-linear transport regime for applied voltages much
larger than the subband separation [105]

4.6 Magnetotransport

φ/φ0

En,0/E0

1

10.50-1 -0.5

n=1 n=0 n=-1

Fig. 17. Cuto� energy En;0 of 1-D-subbands for a (metallic) SWNT as a function
of magnetic ux � through the tube. The band structure is periodic in parallel
magnetic �eld with a period given by the magnetic ux quantum �0 = h=e. Both
En;0 and � and plotted in dimensionless units

We �rst discuss the magnetoresistance (MR) in a parallel magnetic �eld
B. This case is very appealing because the e�ect of B on the wavefunction
can easily be described. The magnetic ux � through the nanotube gives
rise to a Aharonov{Bohm phase modifying the boundary condition of the
transverse wavevector k? (Eq. 4) into:

k? =
2

dt
(n+ �=�0 � �=3) n = 0;�1;�2; : : : (7)
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�0 is the magnetic ux quantum h=e and � = 0;�1 [62,106]. Similarly, the
index n in the approximate 1-D dispersion relation of Eq. 5 is changed into
n+�=�0. It then follows that the cut-o� energy En;�(�) for the subbands is:

En;�(�) = E0

����n+ �

�0
� �

3

���� : (8)

This relation is shown in Fig. 17 for � = 0. The band structure is periodic in
parallel magnetic �eld with the fundamental period given by �0. The drawing
corresponds to a metallic tube, for which the cuto� energy is zero for � = 0.
Because � and the scaled ux appear as a sum in Eq. 8, a metallic tube is
turned into a semiconducting one depending on the magnetic ux �=�0 and
vice versa. At half a ux quantum �=2�0 the band-gap reaches its maximum
value of E0, corresponding to 65meV for a SWNT with dt = 20nm. If, as
claimed before, a single nanotube dominates transport in a MWNT, a peri-
odic metal-insulator transition should be observed as a function of parallel
�eld at low temperatures.

The dependence of the electric resistance of MWNTs in a parallel mag-
netic �eld has been studied by Bachtold et al. [46] and Fig. 18 shows results
of a typical magnetoresistance (MR) measurement. If we adhere to the notion
that the measured resistance in MWNTs is due to the outermostmetallic NT,
R is expected to decrease because of the appearance of a gap. However, on
applying a parallel magnetic �eld B, the resistance rather sharply decreases.
It is therefore clear that this e�ect must have another origin than the band
structure modulation that we have just discussed. This decrease is associated
with the phenomenon of weak localization (WL) [70{73].

Weak localization originates from the quantum-mechanical treatment of
backscattering which contains interference terms, which add up construc-
tively in zero magnetic �eld. Backscattering is thereby enhanced, leading to
a resistance larger than the classical Drude resistance. Because the interfer-
ence terms cancel in a magnetic �eld of su�cient strength, WL results in
a negative MR. However, for the speci�c geometry of a cylinder (or ring),
the WL contribution is periodic in the magnetic ux through the cylinder,
with half the AB (Aharonov{Bohm) period h=2e [107]. Indeed, in Fig. 18 the
resistance has a second maximum at B = 8:2T. From this �eld value, a di-
ameter of dt = 18nm is obtained for this MWNT. As was demonstrated by
Bachtold et al. [46], the MR agrees with the Altshuler, Aharonov and Spi-
vak (AAS) theory [108], only if the current is assumed to ow through one
of outermost cylinders with a diameter corresponding to the independently
measured outer diameter of the NT. It is therefore most likely that only
one cylinder actually participates in transport. The conclusion that only one
graphene cylinder carries the current can only unambiguously be drawn from
the analysis of the low-temperature MR data (T < 20K). We emphasize that
it is not possible to relate the resistance maxima at �8:2T to a magnetic
ux of h=e, because a tube diameter would then result which is larger than
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Fig. 18. Electrical resistance R as a function of parallel magnetic �eld B (see inset
showing electron orbit). Arrows denote the resistance maxima corresponding to
multiples of h=2e in magnetic ux through the nanotube taking the outer diameter
[44]

the actually measured outer diameter. The observation of a pronounced h=2e
resistance peak proves that backscattering is present. The NTs therefore do
not exhibit ballistic transport.

In a parallel magnetic �eld, resistance maxima should occur periodically.
The onset of the second resistance peak, which is expected at B = 16:4T is
clearly seen in Fig. 18. From this measurement, a phase coherence of l� � 200nm
is estimated in good agreement with the estimate given before [44].

Next, we will consider the MR in a perpendicular �eld, for which the
MR has been extensively studied [44,68,69,76,109{111]. A negative MR is
found for a transverse B �eld, in agreement with weak-localization theory
[70{73]. Further support for the importance of interference contributions to
the transport properties comes from the observation of non-local e�ects in
multi-terminal devices [44],

A typical magnetoresistance (MR) measurement is shown in Fig. 19. On
applying a transverse magnetic �eld, the resistance decreases (negative MR),
in agreement with WL theory. Aperiodic uctuations are observed superim-
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Fig. 19. Four-terminal magnetoresistance of a MWNT in a perpendicular magnetic
�eld for di�erent temperatures. The voltage probes are separated by 1:9 �m. Dashed
curves show �ts using one-dimensional weak-localization (1D-WL) theory. Note,
that the curves are not displaced vertically for clarity [44]

posed on the negative MR background, and these uctuations are assigned to
universal conductance uctuations (UCFs). This MR can only be �tted with
1D-WL theory, i.e., l� > �dt (dt = 23nm). Best �ts to theory are shown
in Fig. 19 by the dashed lines, and a very good agreement is found. As
a cross-check, UCF amplitudes deduced using l� agree with the observa-
tion. An example is given by the vertical bar in Fig. 19 which corresponds
to the expected UCF amplitude at 2:5K. Let us estimate the phase coher-
ence length l� at 2:5K. The resistance peak at zero �eld corresponds the a
conductance change of �G = �2:2� 10�5 S. From �G � �(2e2=h)l�=L we
obtain l� � 500nm. This particular example shows a rather large l� and cor-
respondingly a surprisingly large di�usion coe�cient D and mean-free path
le. These later parameters can be obatined from the l� vs T relation for de-
phasing by quasi-elastic electron-electron scattering (Nyquist noise dephasing
[112]) which is the dominant source of phase-randomization at low temper-
ature [44]. One obtains D = 450� 900 cm2/s and le = 90� 180nm. Again,
this mean-free path is in agreement with the condition that lloc > l� from
which le > 100nm follows.
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Another �nding in Fig. 19 worth mentioning is that weak localization re-
sults in an increase of the electric resistance at low temperatures, but this
is not the only contribution to the resistance increase. For large magnetic
�elds �GWL ! 0 but the resistance is still seen to be strongly temperature
dependent. Here we note that the curves in Fig. 19 are not displaced for clar-
ity, but rather a temperature-dependent background resistance is observed
and this e�ect is usually associated with electron-electron interaction. While
WL primarily enters as a correction to the di�usion coe�cient, the carrier-
carrier interaction suppresses the single-particle DOS. For a di�usive wire for
which the coherence length (the thermal length) is larger than the width but
smaller than the length, theory predicts a temperature dependence for the
conductance correction �Gee / T�1=2 [113{115]. Knowing �GWL(T ), one can
then plot G(T )� �GWL(T ) as a function of

p
T .

It turns out, however, that this relation does not hold [70{73]. The in-
terference and interaction corrections �GWL and �Gee are derived by WL
perturbation theory and are therefore assumed to be small. But exactly this
assumption is not valid here. One therefore needs to treat the interaction
exactly.

This is indeed possible in 1-D, using bozonization techniques. Carbon
nanotubes are predicted to become so-called Luttinger liquids (LL) in which
a pseudo-gap in the quasi-particle DOS opens at low energy [116{120]. A per-
fect ballistic LL cannot be distinguished from the perfect Fermi liquid quan-
tum wire in an equilibrium transport measurement whereby G is just quan-
tized to 2e2=h (for one mode). However, with backscattering, G is renormal-
ized. In the so-called strong backscattering limit (low T limit) G / T� with
a weaker T -dependence at higher temperatures. For a SWNT � � 0:3� 0:8,
while � can be reduced to lower values in MWNTs due to the enhanced
screening by multiple shells [121]. Though R(T ) in Fig. 14 does not follow a
power law, the temperature dependence of R is not inconsistent with LL the-
ory. This dependence is expected for a LL in the weak-backscattering limit.
LL theory includes the electron-electron interaction. In addition, scattering
has been incorporated into the theory. However, the dependence on magnetic
�eld has not yet been treated. It would be very interesting to see whether
such a `complete' theory could explain the measured MR, which can sur-
prisingly be �tted quite well with theoretical results from WL perturbation
theory based on Fermi-liquid quasi-particles [44,46,69,76]

4.7 Spectroscopy on Contacted MWNTs

Figure 20 shows a di�erential current-voltage characteristic (dI=dV ) mea-
sured on a single MWNT, using an inner contact which by chance was high-
ohmic. This particular tunneling contact had a contact resistance of 300 k
,
whereas the other contacts had resistances� 10 k
. The measured spectrum
agrees surprisingly well with predicted spectra based on simple tight-binding
calculations for a metallic NT [106,122,123]. Firstly, there is a substantial
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Fig. 20. Di�erential (tunneling) conductance dI=dV measured on a single MWNT
using a high-ohmic contact (300 k
) at T = 4:2K [44]. This spectrum qualitatively
con�rms the DOS expected for a metallic nanotube in which the wave vector is
quantized around the tube circumference leading to 1D-subbands. Positive (nega-
tive) voltages correspond to empty (occupied) nanotube states

DOS at the Fermi energy, i.e., at V = 0, so that the NT is metallic. Sec-
ondly, the almost symmetric peak structure, appearing as a pseudo-gap is
caused by the additional 1D-subbands in the valence band (V < 0 ) and
conduction band (V > 0) with threshold energies of order � 50meV. At the
onset of the subbands, van Hove singularities are expected. The spectrum
in Fig. 20 agrees remarkably well with scanning-tunneling measurements of
Wild�oer et al. for SWNTs [63,64]. But because of the di�erence in tube diame-
ter, the energy scales are quite di�erent. These subbands should be spaced by
2E0 = 4~vF =dt = 150meV for the MWNT in Fig. 20 which has dt = 17nm.
The measured spacing of 110mV is in reasonable agreement with this esti-
mate. The observation of van Hove features in dI=dV demonstrates that the
mean-free path le cannot be much shorter than the nanotube circumference.
If le < �dt, all 1-D band structure features would be expected to be washed
out. The observed spectrum in Fig. 20 nicely demonstrates that the unusual
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band structure e�ects of NTs are also found for MWNTs. In most cases,
however, the measured spectral features are not as sharp.
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Fig. 21. Tunneling dI=dV spectra measured on a single MWNT using a high-ohmic
contact for di�erent magnetic �elds B applied parallel to the tube [124]. Note, that
the spectral features shift in a magnetic �eld (lines are a guide to the eyes for two
well discernible peaks), and that there is a pronounced anomaly at V = 0. All
curves are vertically displaced for clarity [124]

Furthermore, the prevailing dI=dV spectra display a pronounced zero-bias
anomaly on a smaller energy scale of 1� 10meV. Such a tunneling spectra
is shown in Fig. 21. These spectra are highly structured. The observed peaks
are associated with broadened van Hove singularities due to the 1-D-band



Multiwall Nanotubes 369

structure. This assignment is strongly supported by the observed peak-shifts
in a parallel magnetic �eld B. The peaks are seen to move up and down with
B in accordance with the Aharonov{Bohm e�ect. According to Fig. 17, the
total peak shift amounts to E0=2, corresponding to 39meV for this MWNT
(dt = 17nm). The measured, shifts are somewhat smaller, � 22meV. With
the exception of small voltages, i.e., for jV j < 25meV, the mean peak spacing
is � 25meV, in agreement with the maximum peak shift. In addition to
the peaks, there is a pronounced zero-bias anomaly (ZBA). At V = 0 the
conductance is strongly suppressed, independent of B. This suggests that a
pseudo-gap opens for low-energy quasi-particles. This �nding must be related
to the measured resistance increase at low temperature, as shown in Figs. 14
and 19.
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Fig. 22. Normalized di�erential tunneling conductance dI=dV � T�� vs scaled volt-
age eV=kT measured on a single MWNT using a high-ohmic contact. The inset
displays the equilibrium conductance as a function of temperature T on a log-log
plot. The straight line corresponds to � = 0:36 [98]

Figure 22 shows a detailed analysis according to Bockrath et al. [125]
of a zero-bias tunneling anomaly measured on a MWNT for di�erent tem-
peratures. The ZBA anomaly exhibits power-law scaling, i.e., dI=dV / V � if
eV � kT and dI=dV / T� if eV � kT . Such a dependence is in agreement
with Luttinger liquid models [126]. Similar anomalies have recently been ob-
served by Bockrath et al. for SWNTs [125]. Their measurement and analysis
provide the �rst demonstration of Luttinger liquid (LL) behavior in carbon
NTs.
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The LL liquid theory describes the interaction with a single parameter g
[126]. The non-interacting Fermi-liquid case corresponds to g = 1 and 0 < g <
1 is valid for a LL with repulsive interaction. The parameter g is determined
by the ratio of the single-electron charging energy to the single-particle level
spacing and has been estimated to be g = 0:2� 0:3 for SWNTs [120]. Because
a MWNT consists of several shells, one might expect that the inner shells
strongly screen the long-range Coulomb interaction leading to g ! 1, i.e.,
to an e�ectively non-interacting Fermi liquid. However, it has recently been
shown that g is only weakly modi�ed and theoretically only scales with

p
N

where N is the number of shells participating in screening [121]. Although
there about 20 shells, the e�ective N is expected to be smaller and is only of
order 1. LL behavior is therefore expected for MWNTs, too. Regarding the
exponent �, one distinguishes `bulk' from `end' tunneling. The measurement
in Fig. 22 corresponds to bulk tunneling for which � = (g�1 + g � 2)=8 [120].
From the experiment � � 0:36, which relates to an interaction parameter
of g = 0:21. The same value was obtained by Bockrath et al. for SWNTs
[125]. Currently, more evidence for LL liquid behavior in nanotubes (including
MWNTs) is appearing [98,127{129].

4.8 Spectroscopy using Scanning Tunneling Probes

The individual tubes in a MWNT have helicities, described by the (n;m)
indexes, and the electronic structure calculations [28,47] for the SWNTs are
also valid for the individual nanotubes in MWNTs. In principle, one can �nd
metallic, or semimetallic nanotubes, if n �m = 0, modulo 3 is satis�ed, or
else the individual tubes are semiconducting, if n � m 6= 3q, q = 0; 1; : : : .
There seems to be some commensurability e�ect in play between the di�er-
ent layers, since the number of chiral angles observed in HRTEM is lower
than the number of cylinders forming the MWNT [21]. Theoretically it has
been predicted than even in the case of metallic layers, the nested nature
of the tubes of di�erent chiralities may introduce gaps or pseudo-gaps in the
density of states in a similar way, as happens in the case of SWNTs organized
in a bundle [130]. This is in contrast with graphite, where the interlayer inter-
action between the zero-gap semiconducting graphene layers creates a �nite
density of states at the Fermi level, making graphite metallic.

The electronic structure can be measured very reliably by STM. This
technique was used to image the chirality and to measure the local density
of states for SWNT [63,64]. The lateral con�nement of the electronic states
due to the tubular structure causes symmetric singularities in the DOS, which
also help to identify the tube chirality, since there is a reliable correspondence
between the peak positions, diameter and chiral indexes. Carroll and cowork-
ers have measured the local density of states (LDOS) of multiwall carbon
nanotubes for di�erent tube diameters scanning along the tube axis towards
the tips (see Fig. 23) [131]. Scanning far from the ends, the measurements
show the outer layer of the tubes indicate a conducting character consistent
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Fig. 23. Measured carbon nanotube di�erential conductances, proportional to the
local density of states, along various positions near the tip (scans at B,C,D locations
on the nanotube) and far from the tip (scan A) of a multiwalled carbon nanotube.
The sharp peak near the Fermi level of the uppermost trace demonstrates the
existence of a localized tip state [131]

with a graphitic-like density of states at low bias and symmetric singularities
with respect to zero bias, due to 1-D quantum con�nement. At the nanotube
tip, the STM spectra show a localized state, whose position and width varies
depending on the nanotube tip structure. Calculations have shown that the
strength and the position of these states with respect to the Fermi level de-
pend sensitively on the relative positions of the pentagons and their degree
of con�nement at the tube ends.
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4.9 Discussion of the Main Issues

From the previous discussion, four basic issues emerge, which need further
attention in the future: (1) Why does transport appear to be ballistic in one
experiment and di�usive in another? (2) What is the origin of scattering? (3)
What causes hole doping and what is the energy of the doping level in single
MWNTs? (4) What is the ground-state of carbon nanotubes?

Let us briey discuss these questions. Electric transport measurements on
single MWNTs give conicting results. While Frank et al. [45] �nd ballistic
transport, there is convincing evidence for di�usive transport from other ex-
periments [44,46,68,69,97]. It is important to emphasize that the estimates for
the mean-free path le from the latter experiments vary substantially, from
le � 1 nm to le > 100nm. Taken this fact into account, the �rst question
should be rephased to read: what is the reason for the large variation of
scattering lengths that are observed in experiments on single MWNTs? This
question immediately leads to the second question. What is the origin of
the scattering? Are MWNTs defective, is the band structure modi�ed by
intertube hybridization, are there inclusions, or is the scattering caused by
adsorbates? What is the role of the substrate on which the nanotubes re-
sides in experiments using micro-fabrication? Arc-discharge grown MWNTs
appear to be essentially defect-free in TEM micrographs. Furthermore, there
is no evidence for bond defects from electron-spin resonance.

From the experiments and the discussion in this section the electronic
intertube coupling is expected to be relatively weak. It is therefore believed
that scattering is related (at least partly) to the issue of doping. MWNTs
(and SWNTs) are found to be hole-doped in experiments on �lms and macro-
bundles. Though the origin of the unintentional doping is not known yet, the
apparent doping level can be changed in SWNTS if the nanotubes are heated
to only 200 �C in high-vacuum [91]. This suggests that (part) of the doping
might be caused by species present in air (for example by oxygen). Until now,
the doping-level has not been speci�ed in any experiment on a single MWNT.
We need to �nd a way to quantify the doping level in the future.

The fourth question, �nally, is a very intricate one: What is the ground-
state of carbon nanotubes? A lot of measurements (e.g., magnetotransport)
can be described by either non-interacting or only weakly interacting quasi-
particles using theories like weak-localization based on the Fermi liquid (FL)
hypothesis. On the other hand, clear deviations from FL behavior has been
observed too. The suppression of the quasi-particle density of states, ob-
served in tunneling spectroscopy on single MWNTs (and SWNTs), suggests
that nanotubes may develop a Luttinger liquid (LL) state. The ground-state
question has become an even more exciting issue, because signatures for in-
trinsic superconductivity have recently appeared [132].
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5 Magnetic properties

The magnetic properties of carbon nanotubes can be e�ectively monitored
by the electron spin resonance (ESR) technique which has been intensively
used to study the electronic properties of graphitic and conjugated materials
[133]. This method has several advantages: it has a very high sensitivity,
it responds only to the paramagnetic signal (unless static measurements are
made, which are usually dominated by the large diamagnetic response), and it
can distinguish between di�erent spin species, e.g., localized and conduction
electron spins. Three di�erent quantities are determined by ESR: (1) the
g-factor, which depends on the chemical environment of the spins via spin-
orbit coupling (and also the hyper�ne interaction); (2) the linewidth, which
is governed by the spin relaxation mechanism; and (3) the intensity of the
signal, which is proportional to the static susceptibility.

For MWNTs we are mainly interested in the ESR response of the con-
duction electrons. The conduction electron spin g-factor is determined by the
spin-orbit splitting of the energy levels in the presence of a magnetic �eld
[134,135]. In the case of degenerate bands (as in graphite at the K point),
theory predicts that spin-orbit coupling, which removes the degeneracy, in-
duces a large g-shift which varies inversely with temperature. This is exactly
what is observed in graphite when the magnetic �eld is perpendicular to the
plane, allowing large orbital currents, thereby increasing the spin-orbit cou-
pling. When the magnetic �eld is parallel to the planes, orbital currents are
suppressed, and a small g-shift, nearly independent of temperature, is ob-
served. When the Fermi level is shifted away from the K point by doping,
degeneracy and the g-shift anisotropy disappear. (Despite this understanding
of the variation of the g-shift, a rigorous theory is still missing in graphite
due to the complicated band structure near the point of degeneracy.)

Using this qualitative description for graphite, one can speculate about the
g-factor for carbon nanotubes. When the magnetic �eld is parallel to the tube
axis, nearly the same value is obtained for the g-factor as is found in graphite
when the �eld is in the plane, except at a �eld for which the cyclotron radius
equals the geometrical radius of the nanotubes. Such �elds (typically 1T and
greater) are higher than those used in X-band spectrometers (�9GHz).

When the magnetic �eld is perpendicular to the tube axis, orbital cur-
rents cannot completely close, as in a plane, and we can therefore expect a
smaller g-shift than in graphite. A decrease of this g-shift with decreasing
tube diameter is then expected. Some of these predictions are indeed realized
in MWNTs [136]. The average observed g-value in MWNTs is 2.012, as com-
pared to 2.018 in graphite, and the g -factor anisotropy is lower in MWNTs
than in graphite.

Spin relaxation in metals and semimetals depends also on the spin-orbit
coupling. More precisely it is the modulation of the spin-orbit coupling by
lattice vibrations that causes spin relaxation. It can be shown, that in the
framework of the Elliott theory [135], and when the spin relaxation time is
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proportional to the momentum relaxation time, and is governed by phonon
scattering, the linewidth increases with increasing temperature. Opposite to
this expectation, in graphite the linewidth increases when the temperature
decreases. This behavior in graphite is attributed to motional narrowing over
the g value distribution. Because of the semimetallic nature of graphite, the
density of states at the Fermi level is low, and hence the spin susceptibility
is low, and is in the 10�8 emu/g range at room temperature [133]. We have
seen that the g-factor in MWNTs, a local property, is very close to that of
graphite. In the following subsections we will see how the spin relaxation and
spin susceptibility are modi�ed in MWNTs relative to graphite. Changing
the dimensionality from 2-D to 1-D is expected to signi�cantly modify the
principal ESR characteristics. First, we have to understand what kind of ESR
signal should be expected in a 1-D system.

5.1 Spin relaxation in quasi-1-D systems

Extensive studies of the conduction electron spin resonance (CESR) linewidth
(�H) in isotropic metals have shown that the dominant process in the spin-
lattice relaxation time (T1) is the spin-ip scattering of conduction electrons
by acoustic phonons. The same scattering process gives the momentum re-
laxation time �R measured by the electrical resistivity. Elliott has derived
[134,135] a relation between the two relaxation times:

T1 � �R=(�g)
2 (9)

where �g is the di�erence in g-factor between graphite and the free electron
value, which reects the strength of the spin-orbit coupling constant. Since
(�g)2 is of the order of 10�4{10�6, Eq. 9 indicates that one in every 104{106

scattering events contributing to the resistivity gives a spin-ip, and hence
the CESR linewidth can be written as

�H = 1=T1 � (�g)2=�R: (10)

For the majority of isotropic metals, T1 is too short to give an observable
CESR linewidth at room temperature. Beuneu and Monod [137] have ver-
i�ed the Elliott relation for most of the metals. It is well-known that the
Elliott relation is violated for quasi-one-dimensional metals, such as TTF-
TCNQ [138], where the linewidth does not show strong correlation with the
spin-orbit coupling. Materials with similar �g and conductivity values as
TTF-TCNQ, have quite di�erent CESR linewidths and their T1 values lie
well below the universal curve established by Beuneu and Monod [137]. It
is presently believed that the source of this disagreement lies in the low-
dimensionality of these compounds [139]. In a strictly 1-D system the Fermi
surface consists of two points at kF and �kF . The possible scattering events
are thus limited to those with q � 0 (forward) and q � 2kF (backward) mo-
mentum changes. The former process has a very small weight (even including
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3-D phonons), while the latter process, reversing spin and momentum, is
forbidden by time reversal symmetry. Hence to account for the observed �-
nite ESR linewidth of quasi 1-D conductors, one has to include inter-chain
scattering, because every process which could make the system resemble an
isotropic metal, will broaden the line.

5.2 Spin relaxation in carbon nanotubes

Isolated SWNTs, without inter-chain interactions, seem to be the ultimate 1-
D conductors. Application of the ideas developed in Sect. 5.1 should result in
a very narrow and very saturable ESR line, since most of the spin-relaxation
channels are switched o�. Surprisingly, no conduction ESR signal has been
observed in SWNTs until now. One reason for the absence of an ESR line
for the conduction electrons in SWNTs might be the strong electron-electron
correlation, giving rise to the so-called Luttinger liquid (LL) character of
the 1-D electronic system. The ground state of a LL would be antiferro-
magnetic, which is ESR silent at resonance �elds close to that expected for
non-interacting electrons. However, there might be a less attractive reason
for the absence of a CESR signal in SWNTs, and this is the presence of
magnetic particles, which serve as catalysts for the SWNT synthesis, and
afterwards remain in the actual SWNT samples as impurities. Because of
the long carrier mean free path, and because of the even longer spin dif-
fusion length, even a small concentration of magnetic particles can relax
the conduction electrons very e�ciently, causing the line to be unobservably
broad. Although the MWNTs are less 1-D in comparison to SWNTs, (i.e., the
MWNTs should rather be approximated by a quasi-1-D system, because of
their multilayered structure and larger diameters), we believe that some signs
of low-dimensionality are still present regarding the spin relaxation behavior.

Evidence for low dimensional behavior can be recognized in Fig. 24, where
the ESR signal is plotted for MWNT soot with di�erent MWNT densities:
the upper signal is recorded for a dense thick MWNT �lm, while the lower
one is the signal of MWNTs dispersed in para�n. The ESR linewidth for the
upper trace is 32G, while for the lower trace, it is only 8G. This demonstrates
that when the phase space is increased by bringing the individual nanotubes
into better contact with each other, the spin-relaxation increases like in a
quasi-1-D conductor when hydrostatic pressure is applied [140]. This behavior
is speci�c to nanotubes and it is contrary to what happens in graphitized
carbon blacks. Indeed, with carbon black particles or �ne graphite powder,
increasing the contact between grains increases the motional averaging of
the g-factor anisotropy which decreases the linewidth. We believe that the
di�erent behavior of the nanotubes is the �ngerprint of their mesoscopic
nature.

The temperature dependence of the ESR linewidth, shown in Fig. 25, is
also unusual. In graphite �H increases with decreasing temperature, and
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Fig. 24. The CESR signal of MWNTs for samples with di�erent MWNT densities
measured at 300K as a function of the magnetic �eld. The intensities are not
to scale. The upper signal is recorded for a dense MWNT thick �lm, while the
lower one is the signal of MWNTs dispersed in para�n. The narrowing linewidth
with decreasing MWNT density is a �ngerprint of low-dimensional spin-relaxation
phenomena [141]

passes through a broad maximum. This \anomalous" temperature depen-
dence of �H in graphite was ascribed to the same phenomena that is re-
sponsible for the observed temperature dependence of the g-factor. In the
case of highly puri�ed MWNTs, this close correspondence between the two
quantities breaks down as T falls below 100K. Whether the decoupling of the
two quantities at low temperatures is once again the sign of low-dimensional
e�ects would require that detailed calculations of the spin and momentum
relaxation be carried out for MWNTs.
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Fig. 25. The temperature dependence of the CESR linewidth and the g-factor for
a highly puri�ed thick �lm of MWNTs. The distinct temperature dependence for
these two quantities might be also characteristic for single wall carbon nanotubes
[141]

The spin susceptibility �s for MWNTs is derived from the ESR signal
strength by numerical integration. Above 40K (Fig. 26), we �nd a tempera-
ture independent (Pauli) susceptibility �s = 7� 10�9 emu/g. In comparison,
for powdered graphite, we �nd �s = 2�10�8 emu/g, consistent with reported
values between 1{4�10�8 emu/g [133,142]. The Pauli behavior indicates that
the aligned nanotubes are metallic or semi-metallic. For free electrons, the
Pauli susceptibility is given by �s = �2BN(EF ) where �B is the Bohr magne-
ton and N(EF ) is the density of states at the Fermi level. The measured sus-
ceptibility for MWNTs (Fig. 26) gives N(EF ) = 2:5� 10�3 states/eV/atom.
This density of states is comparable to that of graphite [142]. Estimating
the carrier concentration n given by n = EFN(EF ) and taking the Fermi
energy EF for the MWNTs to be equal to that of graphite (200K) gives
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n � 4� 1018 cm�3. Although this estimate is very crude, it is, however, con-
sistent with Hall measurements for the same sample [143], which gives an
upper limit of n = 1019 cm�3. This low carrier density is consistent with the
MWNTs being semimetallic.

Fig. 26. The temperature dependence of the ESR susceptibility of highly puri�ed
MWNTs [141]

ESR measurements are also suitable for characterizing the defects in car-
bon nanotubes by their appearance in the Curie-tail (see Fig. 26). It is sus-
pected that arc-grown MWNTs contain a high defect density that modi�es
their electronic properties [143]. Among these defects, vacancies and inter-
stitials can generate paramagnetic centers that can be detected by ESR.
Pentagon-heptagon pair defects can also be present in the lattice. The low
temperature upturn of �s(T ) closely follows a Curie law (solid line, Fig. 26),
and is thus a signature of localized spins, arising either from the localization
of the carriers or from impurities. In either case, the Curie-tail corresponds
to 1:3� 10�5 spins/C atom. This means that arc-grown MWNTs contain a
very low density of paramagnetic defects. No substantial modi�cations were
observed in the Curie-tail after annealing the sample at 2800�C.
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Summarizing the magnetic properties seen by ESR, the MWNTs show
a mesoscopic nature in their spin relaxation. The expected manifestation
of strong electron-electron correlations by an enhanced spin susceptibility
is absent. Instead, MWNTs exhibit a �s(T ) dependence similar to that of
graphite. MWNTs prepared by the arc-discharge method are very pure. This
fact does not apply to catalytically grown MWNT samples, which have a
higher defect density, and the observation of an ESR signal is precluded by
the magnetic impurities left behind in these samples even after puri�cation
of the soot.

6 Field and light emission

It was very early realized that carbon nanotubes are e�cient �eld emitters
[37]. Field emission from individual MWNTs was demonstrated by attaching
a nanotube to a conducting wire and observing the current after applying a
negative potential to the wire [144]. Also high electric currents were found
to produce emission electrons from carbon nanotube �lms above which an
extracting grid was placed [145]. From the latter studies, it was concluded
that carbon nanotube �lms could be used as �eld emission guns for technical
applications, such as at panel displays [145,146]. Five years after the ini-
tial concept was demonstrated, Samsung Advanced Technology Institute is
already manufacturing a prototype of a color display, ready to commercialize
this concept [37].

When studying the �eld emission properties of MWNTs, it was noticed
that together with electrons [37], light is emitted as well [147]. This light
emission occurred in the visible part of the spectrum, and could sometimes
be seen with the naked eye. Since MWNTs are excellent scanning probe tips,
their light emitting property should �nd application in Scanning Near-�eld
Optical Microscopy. In our opinion the electron and light emission proper-
ties are very important features of carbon nanotubes. The electron emitting
characteristics of thin �lms for large scales applications are treated by Ajayan
and Zhou [37]. Here we present the essential characteristics of the coupled
electron and light emission properties of individual MWNTs.

6.1 Field emission

Field emission results from the tunneling of electrons from a metal into vac-
uum under application of a strong electric �eld. The tunneling mechanism is
described in the WKB approximation for emission from metal surfaces which
leads to the well known Fowler{Nordheim equation:

I = �E2
e� exp(��=Ee�) (11)

where, � is a constant related to the geometry, Ee� is the e�ective �eld at the
emitter tip, and � is a constant which is proportional to the work function.
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The electric �eld at the nanotube tip depends on the applied nanotube to grid
voltage, the nanotube radius, and the nanotube length. Ee� can be as much
as 1200 times higher than E0, which is the grid to cathode voltage divided by
the grid to cathode distance, so that �eld emission is readily achieved even
for relatively low applied potentials.

The �eld emission of individual nanotubes was studied by Bonard and
coworkers [7,148] in order to extract the parameters and �ne details of the
electron emission process. Their experimental con�guration is shown in Fig. 27,
which displays a typical I-V curve for a single MWNT (in this case an
opened MWNT). Most single MWNT emitters, closed as well as opened
MWNTs, are capable of emitting over an incredibly large current range. In
this study, the maximal current that was drawn from one nanotube was
0.2mA, and MWNTs can reach 0.1mA routinely and repeatedly. This rep-
resents a tremendous current density for such a small object, and is actually
quite close to the theoretical limit where the tube should be destroyed by
resistive heating [144].

Fig. 27. (a) A single MWNT mounted on the tip of an etched gold wire. (b)
Optical micrograph of the experimental set-up for �eld emission: the gold wire is
�xed on a support, and placed 1mm above the cylindrical counter-electrode. (c)
I-V characteristics for a single opened MWNT [8,148]

The �eld emission study of individual tubes shows also the importance
of the tip structure (Fig. 28). Keeping the same parameters for opened and
closed MWNT, the turn-on voltage for the opened MWNT is considerably
higher, which suggests that the localized states at the dome-structured tip
play an important role in the �eld emission process, so that nanotubes cannot
be considered as ordinary metallic emitters. This conclusion is supported by
the systematic deviations from the Fowler{Nordheim model (Eq. 11) observed
at high emission currents. Furthermore, the energy spread of the emission
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Fig. 28. I-V characteristics for a single closed and opened MWNT, and the corre-
sponding TEM micrographs of typical NT tips[7]

from nanotubes is very narrow (about 0.2 eV). This energy spread is typi-
cally half that of metallic emitters. These observations strongly suggest that
the electrons are not emitted from a metallic continuum as in usual metallic
emitters, but rather from well-de�ned energy levels, corresponding to local-
ized states at the tip. Actually, the �t of the energy spread pro�le of the
emitted current gives quite a narrow band of levels rather than a discrete
energy level, but the shape of the intensity pro�le leaves no doubt that the
emission does not happen from a metallic continuum. The broadening of the
localized state might be due to interaction with the continuum [145].

In fact, theoretical calculations and STM measurements on SWNTs and
MWNTs show that there is a distinctive di�erence between the electronic
properties of the tip and the cylindrical part of the tube [131]. For MWNTs,
the tube body is essentially graphitic, whereas SWNTs display a character-
istic DOS [63,149] that reects their one-dimensional character. In contrast,
the local density of states at the tip exhibits sharp localized states that are
correlated with the presence of pentagons, and most of the emitted current
comes from occupied states just below the Fermi level.

The major factors that determine the �eld emission properties of the tube
are the tip radius and the position of these occupied levels with respect to
the Fermi level, which depends primarily on the tip geometry [131,150] (i.e.,
the tube chirality and diameter as well as the presence of defects). Indeed,
only tubes with a band state just below or just above the Fermi level are
good candidates for �eld emission. It is worth noting that the presence of
such localized states greatly inuences the emission behavior. At and above
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room temperature, the body of the MWNTs behave essentially as graphitic
cylinders. This means that the carrier density at the Fermi level is very low,
i.e., on the order of 5�1018 cm�3, which is 3 orders of magnitude lower than
for a metal. Simulations show that the local density of states at the tip [131]
reaches values at least 30 times higher than in the cylindrical part of the
tube. Therefore, the �eld emission current would be far lower without these
localized states for a geometrically identical tip, since the emission depends
directly on this carrier density. The tip structure also strongly inuences the
energy and intensity of the localized states, which could explain the superior-
ity of closed, well-ordered tips relative to opened or disordered MWNTs (see
Fig. 28). Another complementary explanation for this observation is that the
coupling of the tip states to the metallic body states is probably far better for
closed MWNTs, leading to an increased electron supply and thus to higher
emitted currents.

6.2 Light emission coupled to electron emission

A rather unexpected behavior linked to the electron �eld emission was the
observation of light emission as described above [147]. This light emission
occurred in the visible part of the spectrum, and could sometimes even be
seen with the naked eye. This light emission is not the luminescence due to
resistive heating, which was observed by Rinzler et al. on opened nanotubes
[144], and was attributed to an unraveling of carbon chains at the tip of the
tube.

A typical experimental con�guration for the electron/�eld emission is
shown in Figs. 29(a) and (b). The optical luminescence was induced by the
electron �eld emission, since it was not detected without an applied potential
(and thus emitted current). Furthermore, the emitted light intensity followed
closely the variations in emitted current, as can be seen in Fig. 29(c), where
the emitted current and emitted light intensity were simultaneously measured
[147].

The results in Fig. 29(c) demonstrate that the light emission is directly
coupled to the �eld emission. The narrowness of the luminescence line (Fig. 30)
and the very small shift of the photon energy of the luminescence peak as the
emission current varies show that the luminescence is not coming from black-
body radiation or from current-induced heating e�ects, but rather that the
photons are emitted following transitions between well-de�ned energy levels.
Actually, the dependence of luminescence intensity Ip on the emitted current
Ie can be reproduced by a simple two-level model [147], where the density
of states at the nanotube tip is simply represented by a two level system,
with the dominant emission level at energy E1 below or just above the Fermi
energy, and a deep level at E2 < E1. When an electron is emitted from the
deep E2 level, it is replaced either by an electron from the tube body, or by
an electron from level E1 dropping down to �ll the empty state at E2 thereby
provoking the emission of a photon. From the Fowler{Nordheim model, the
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Fig. 29. Optical images of the experimental set-up for observing the �eld emission
and the associated observed luminescence during �eld emission from an individual
multiwall nanotube (a), and a multiwall carbon nanotube �lm (b). The simultane-
ously emitted light intensity and current density as a function of time for a MWNT
�lm (c) [147]

transition probability D(E) can be evaluated for each level, and in the frame-
work of this two-level model, we can write Ie � D(E1), and Ip � D(E2). It
appears that Ip varies as a power of Ie with an exponent that depends on the
energy separation between the levels [151], and this exponent is � 1.51{1.65
for the photon emission energies observed here (typically 1.8 eV, as seen in
Fig. 30). This prediction regarding the dependence of Ip on Ie compares well
with the experimental observations.

6.3 Light emission induced by STM

Another type of light emission was observed in MWNTs by Coratger et al.
[152] who observed light emission by injecting electrons by Scanning Tunnel-
ing Microscopy (STM) into multiwall carbon nanotubes. The photon yield
varied from tube to tube, but it was constant all along the tube. This is
illustrated in Fig. 31, where a low resolution STM image shows a bundle
of MWNTs, and while the STM topological image was taken, the photon
map was recorded. The photon image shows that the emission yield depends
probably on the diameter and chirality of the scanned tube, but not on the
position of the STM tip along the tube. Simultaneous topographic STM im-
ages and photon spectroscopy scans show emitted photon wavelengths in the
600{1000nm range (see Fig. 32), in good agreement with the �eld and light
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Fig. 30. Variation of the total emitted intensity as a function of emitted current.
The solid line is a power law �t of the experimental data for Ip vs Ie on a semilog
plot, which yields an exponent of � = 1:4 � 0:2 for Ip � I�e . Inset: Spectra of
the �eld emission-induced luminescence for an individual MWNT at an emission
current of 20A [8]

emission data described above. The emission characteristics are independent
of the substrate and of the material of the STM tip.

The STM induced-light emission in MWNTs could not be explained by
models previously developed for light emission from metal and semiconduc-
tor surfaces, based on a radiative plasmon recombination mechanism, or from
small fullerene molecules like C60 [53,153]. The origin of the experimental ob-
servation that the light wavelength and intensity are independent of the STM
tip position might be explained as follows. It was suggested [152] that the
large mean free path of the electrons injected into the MWNTs is associated
with an e�cient resonant coupling of the localized tip states to a continuum
of states. The following scenario is proposed to explain this light emission
behavior. Electrons are �rst injected into the extended states of the outer
shell. Large numbers of these electrons ow towards the substrate, but a
fraction of the electrons spreads all over the tube in a quasi-ballistic way, like
in a large molecule. Some of these electrons are trapped for a short time in
localized states at the nanotube tip, where they are resonantly coupled with
extended states, and occasionally decay into a neighboring localized state
situated approximately 2 eV below the Fermi energy by emitting a photon.
The population di�erence between the two quasi-localized states comes from
the V-shape band structure of the graphene layer so that states higher in en-
ergy are more populated than those situated near the Fermi energy. Indeed,
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Fig. 31. (a) STM topography (Vsample=2.1V, Ii = 50 nA) and (b) photon mapping
of a MWNT bundle recorded simultaneously. Only three nanotubes in the MWNT
bundle show signi�cant light emission. The maximum rate of emitted photons is 15
counts per second per tube [152]

recent transport experiments show that the coherence length is exceptionally
large in carbon nanotubes even at room temperature [154]. Di�erences in the
emitted light characteristics probably reect the large variety of possible ge-
ometric structures in the nanotube tip, and such experiments could perhaps
o�er a characteristic probe for the localized tip states in combination with
Scanning Tunneling Spectroscopy.

7 Mechanical properties

It is becoming clear from recent experiments [154{161] that carbon nan-
otubes (CNTs) are ful�lling their promise to be the ultimate high strength
�bers for use in materials applications. There are many outstanding problems
to be overcome before composite materials, which exploit the exceptional
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Fig. 32. Emission spectra of three di�erent MWNTs acquired under similar experi-
mental conditions. Dotted lines highlight position of the background. Spectrum A is
one of the most recently observed and shows a peak at about 800 nm (Vsample=2V,
I = 50 nA). Spectra B and C were obtained on two di�erent nanotubes with the
same Pt-Ir tip during another experiment (Vsample=2.05V, I = 35 nA). In spectrum
B, a peak at 900 nm is found, while in spectrum C, another peak centered at about
710 nm is also revealed. For the three spectra, the exposure time is 5 minutes [152]

mechanical properties of the individual nanotubes, can be fabricated. Arc-
discharge methods are unlikely to produce su�cient quantities of nanotubes
for such applications. Therefore, catalytically grown tubes are preferred, but
these generally contain more disorder in the graphene walls and consequently
they have lower moduli than the arc-grown nanotubes. Catalytically grown
nanotubes, however, have the advantage that the amount of disorder (and
therefore their materials properties) can be controlled through the catalysis
conditions, as mentioned before. As well as optimizing the materials prop-
erties of the individual tubes for any given application, the tubes must be
bonded to a surrounding matrix in an e�cient way to enable load transfer
from the matrix to the tubes. In addition, e�cient load bearing within the
tubes themselves needs to be accomplished, since, for multi-walled nanotubes
(MWNTs), experiments have indicated that only the outer graphitic shell can
support stress when the tubes are dispersed in an epoxy matrix [162]. In this
section, a few basic measurements are presented on individual MWNTs with
di�erent levels of disorder. The very promising SWNT ropes also present sev-
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Fig. 33. (a) 3-D rendition of an
AFM image of a SWNT bun-
dle (or an individual MWNT)
that adheres to an alumina ultra-
�ltration membrane, leading to a
clamped beam con�guration for
mechanical testing. (b) Schematic
representation of the measure-
ment technique. The AFM applies
a load, F , to the portion of nan-
otube with a suspended length of
L and the maximum deection �
at the center of the beam is di-
rectly measured from the topo-
graphic image, along with L and
the diameter of the tube (mea-
sured as the height of the tube
above the membrane) [158]

eral problems, which are reviewed by showing mechanical measurements on
ropes of di�erent diameter.

7.1 Young's modulus of MWNTs

The AFM technique for mechanical properties measurements developed by
Salvetat and collaborators enabled characterization of the moduli of SWNT
bundles [158] and MWNTs, both arc-grown and catalytically grown [159], to
be carried out [158,159]. Briey, the method involves depositing CNTs from a
suspension in a liquid onto well-polished alumina ultra-�ltration membranes
with a pore size of about 200nm (Whatman anodisc). By chance, CNTs oc-
casionally span the pores and these can be subjected to mechanical testing
on a nanometer length scale. The attractive interaction between the nan-
otube and the substrate acts to clamp the tubes to the substrate. Contact
mode AFM measurements under ambient conditions are used to collect im-
ages of the suspended CNTs at various loading forces. Figure 33 shows an
AFM image of a SWNT bundle suspended across a pore and a schematic
representation of the mechanical test set-up. The maximum deection of the
CNT into the pore as a function of the loading force can be used to ascertain
whether the behavior is elastic. If the expected linear behavior is observed,
the Young's modulus (E) can be extracted using a continuum mechanics
model for a clamped beam con�guration. The suspended length of the CNT,
its deection as a function of load and its diameter can all be determined
from the images, thereby enabling the modulus to be deduced. One great
advantage of the AFM technique employed by Salvetat et al. [158] is its sim-
plicity. There is no need, for example, to use complex lithographic techniques
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Fig. 34. Correlation between the
measured Young's modulus of
MWNTs with the amount of dis-
order present within the graphitic
walls. Ranges of measured mod-
uli for three di�erent types of
MWNTs are plotted against an
arbitrary scale of increasing dis-
order. The sketch represents arc-
discharge grown, and catalytically
grown MWNTs at 720�C and at
900�C, respectively [163]

for suspending and the clamping tubes [156]. The surface forces between
the CNTs and the alumina membrane are su�ciently high to maintain the
clamped beam condition for the majority of MWNTs that were tested. In
addition, the nanotubes are never exposed to electron radiation during the
measurement, which would be the case for TEM studies [155,160]. Electron
radiation will induce defects, if the energy of the electrons is high enough, and
thereby alter the material properties of the CNTs. The relative ease of sample
preparation for this AFM method enables a high measurement throughput,
thereby allowing measurement of a variety of CNTs synthesized under di�er-
ent conditions and to compare the results systematically. For MWNTs grown
by the arc-discharge method, it was found that the average value of the elastic
modulus (or Young's modulus) E is 810� 410GPa, which is consistent with
the in-plane elastic constant of graphite, c11 = 1:06TPa [15]. The authors did
not �nd a signi�cant correlation between the elastic modulus and the diam-
eter of the tube [159]. Furthermore, no apparent di�erence was found in the
elastic modulus between annealed and unannealed nanotubes. This suggests
that point defects, if present at all, do not alter the mechanical properties of
MWNTs.

7.2 Disorder e�ect

AFM measurements of the mechanical properties of arc-grown MWNTs and
MWNTs catalytically grown at di�erent temperatures have been compared,
and the results show that the Young's modulus for the catalytically grown
MWNTs are lower than for arc-grown MWNTs [7]. These data are sum-
marized in Fig. 34, with a sketch correlating the elastic modulus with the
amount of order/disorder within the nanotube walls. As one might expect,
the Young's modulus of the MWNTs decreases as the disorder within the
walls increases. Arc-grown MWNTs, which contain very few defects, have
a modulus comparable with the high values that are measured for an indi-
vidual SWNT [158]. The moduli of catalytic MWNTs can vary, depending
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on their structure. Those, which have a highly defective kind of stacked cof-
fee cup structure (see Fig. 5, part ii), have a very low modulus. The other
catalytic MWNTs, grown at a lower temperature, showed a higher degree
of order within the tubes and consequently had slightly higher moduli. The
uncertainty of the measured values in this case was large. This could be due
to greater uncertainties in the measurement technique, since the catalytic
MWNTs were usually curved, making the continuum beam approximation
less valid.

7.3 Comparison with SWNTs

Although the elastic moduli for single wall nanotube (SWNT) bundles (also
known as ropes) were expected to be higher than for MWNTs, it has been
demonstrated that shearing e�ects due to the weak intertube cohesion gives
rise to signi�cantly reduced moduli compared to individual SWNTs [158].
This is due to the fact that the SWNTs are held together in the rope by the
same van der Waals forces that are acting between the 2D graphene layers,
and these weak van der Waals forces make turbostratic graphite [16] a very
good lubricant. The reduced bending modulus of these SWNT bundles is a
function of the rope diameter because the magnitude of the shear modulus
varies as the ratio of the length to the rope diameter. An individual SWNT

Fig. 35. Dependence of the apparent Young's modulus (Eapp) on the diameter
of SWNT bundles measured using AFM. The untreated bundles are represented
by open circles and the irradiated bundles by �lled squares. The diameter of the
individual SWNTs is in the 1.4 nm range [163]
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has an elastic modulus of about 1TPa, but this falls to around 100GPa for
bundles 15 to 20nm in diameter, as shown in Fig. 35.

In order to use nanotubes as a reinforcement in composites, there are two
main challenges to address: (1) to establish strong bonding between the CNTs
and the surrounding matrix, and (2) to create cross-links between the shells of
MWNTs and also between the individual SWNTs in SWNT bundles, so that
loads can be homogeneously distributed throughout the CNTs. To exploit the
excellent mechanical properties of the individual SWNTs, both of these goals
should be achieved without compromising the mechanical properties of the
individual SWNTs too drastically. E�orts are in progress to address these
problems using post production modi�cation of CNTs via chemical means
and controlled irradiation [7].

To produce cross-links between the shells in SWNTs of SWNT bundles,
the sp2 carbon bonding must be disrupted to sp3 bonding, so that dangling
bonds are available for cross-linking. Since the sp2 bonding is the essence of
the CNT strength, this must not be disrupted to such a degree that the prop-
erties of the individual SWNTs in SWNT bundles are degraded. A \gentle"
way to produce cross-linking is by controlled electron irradiation. In Ref. [7]
the SWNT bundles were exposed to 2.5MeV electrons with a total radiation
dose of 11Curie/cm2 after synthesis. A theoretical estimation of the number
of displacements that this energetic electron dose produces suggests that the
irradiation will create about 1 defect per 360 carbon atoms [164]. AFM mea-
surements of the elastic modulus of irradiated SWNT bundles are shown in
Fig. 35, along with similar measurements of non-irradiated SWNT bundles.
Within the errors of the measurement technique, no increase in the elastic
modulus of the bundles could be clearly identi�ed. The Young's modulus was
still found to decrease with increasing bundle diameter in a similar way as
that found for the non-irradiated bundles. However, the irradiation treatment
does not appear to have compromised the strength of the individual SWNTs
either, since the smaller diameter bundles have quite high elastic moduli. In
addition, it was noticed that the irradiated bundles were more di�cult to dis-
perse in ethanol, and the morphology of the sample under AFM examination
showed that the irradiated bundles exhibited a higher degree of aggregation.
Taken together, these data suggest that the radiation treatment produced
more bonding between the tubes, but this additional bonding was not suf-
�cient to produce enough cross-links within the bundles to reduce shearing
e�ects and produce bundles with higher Young's moduli. Future e�orts will
concentrate on optimizing the chemistry and irradiation doses to improve the
mechanical properties of SWNT bundles and MWNTs.

7.4 Deformation of MWNTs

There is some contention about whether the elastic modulus of MWNTs
varies as a function of nanotube diameter. Poncharal et al. [160] have sug-
gested the formation of a rippling mode on the surface of bent MWNTs with
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Fig. 36. High-resolution TEM image of a bent nanotube grown by the arc discharge
method (radius of curvature 400 nm), showing the characteristic wave-like ripple
distortion. The amplitude of the ripples increases continuously from the center of
the tube to the outer layers of the inner arc of the bend [160]

diameters greater than about 15nm, leading to a reduction in the measured
modulus. However, a strong dependence of the measured modulus on the
diameter was not observed in previous AFM measurements [159]. It is con-
ceivable that the measurement of the modulus is force dependent and the
transition to the rippling mode is not reached with the loading forces used
in the AFM experiments. The TEM data in Fig. 36 obtained at large loading
force show a rippling with a period of 15 nm on the compressed side of a
statically bent MWNT, but the bent MWNTs in typical TEM experiments
showing such phenomena have rather high curvatures [160] (much higher
than typical curvatures seen in the AFM experiments). Interestingly, the rip-
pling e�ect has also been observed on the compressed sides of catalytically
grown MWNTs [7]. Figure 37 shows a high resolution AFM image of a cat-
alytic MWNT (grown at 720�C) lying across a pore, the edge of which can
be seen on the left of the image. The image clearly shows rippling only on
the right-hand side of the tube, the direction in which the CNT is bent, and
the ripple in this case has a period of roughly 16nm. These ripples are not
perpendicular to the tube axis but are inclined at approximately 30�, making
the CNT left-handed. This rippling could arise from the surface forces, which
constrain the CNTs on the membrane. However, rippling can also arise when
the tubes are loaded in the AFM. Rippling on the upper, compressed side of
these MWNTs has also been observed as the imaging force is increased. Non-
linear behavior in the loading/unloading characteristics of the catalytic tubes
was frequently noticed. This also contributes to the uncertainties in measur-
ing moduli on these kinds of MWNTs by the AFM method. It is conceivable
that the onset of rippling will occur at lower curvatures, i.e., lower forces, in
tubes with a higher amount of disorder.
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Fig. 37. 3-D rendering of a high resolution AFM image of a catalytic MWNT,
grown at 720�C, and suspended on an alumina ultra-�ltration membrane (the 0,
254, 508�A refer to the z axis). Rippling is observed on the inner side of the natural
curvature of the MWNT, with a periodicity of about 16 nm (shown by the white
arrows), inclined at 30� to the tube axis [7]

Because of the Russian doll structure of the MWNTs and because of the
high strength of the sp2 bonds, one would think that a nanotube shell cannot
be easily pealed o� from a MWNT. However, it is quite possible that a single
tube can be stripped o� under axial stress. This has been observed in the
experiments of Ruo� and coworkers [165] by �xing the ends of a MWNT to
two AFM tips and measuring the elongation of the nanotube, while pulling
until the tube broke. The tensile strength was found to be at least an order of
magnitude lower than expected, assuming a homogeneous stress distribution
over all carbon shells of the multiwall tube. But because the support only
made contact to the outside of the MWNT, it is the outermost shell which is
mainly stressed. Ruo� and coworkers [165] found that above the tensile limit,
the outermost tubes rupture �rst, followed by a sudden and large elongation.
From TEM images, these researchers conclude that the ruptured outer shell
then slides over the inner tubes, which then in turn bear the load [16,37].

To conclude this section on the measurement of mechanical properties, it
was demonstrated that the Young's modulus is very high for individual, and
well graphitized carbon nanotubes. Their high strength makes them promis-
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Fig. 38. Sequence of transmission
electron microscope (TEM) im-
ages of a MWNT, showing the
sharpening of the MWNT tip by
applying current pulses with an
STM tip [166]

ing candidates in reinforcement applications. There are many problems re-
maining to be overcome before composite materials can be fabricated, which
reect the exceptionally good mechanical properties of the individual nan-
otubes. As well as optimizing the material properties of the individual tubes,
the tubes must be bonded to a surrounding matrix in an e�cient way to en-
able load transfer from the matrix to the tubes. To improve their mechanical
properties, the nanotube surfaces should be functionalized, and cross-linking
should be generated between the SWNTs within and between the ropes.

8 Summary

In summary, we again emphasize the very rich physics encountered in the
study of multiwalled carbon nanotubes. In this chapter we gave, at best, a
snap-shot of the present status of this rapidly changing �eld. As an illustration
of the enormous potential of the multiwalled carbon nanotubes in basic and
applied science, we present the manipulation of MWNTs of the Zettl group
at Berkeley [166] of which we have become aware during the writing of this
chapter. Describing their breakthrough, best summarizes the rapid progress
of this �eld. They managed to peel a MWNT and to sharpen its tip at `will'
by using Joule heating applied via an STM tip in a transmission electron
microscope (Fig. 38). The outer, supporting shortened cylinders reinforce the
stability of the nanotube. This gives the possibility to improve considerably
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the resolution of a scanning probe tip. By attaching the STM tip to the inner-
most nanotube when the outer layers were peeled o�, they have created an
extremely low-friction nanoscale linear bearing and a constant force nano-
spring. We believe that in the future such manipulations of MWNTs will
revolutionize nanoscale architectures and studies at the nanoscale.
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Abstract. Carbon nanotubes have attracted the fancy of many scientists world-
wide. The small dimensions, strength and the remarkable physical properties of
these structures make them a very unique material with a whole range of promis-
ing applications. In this chapter we describe some of the important materials sci-
ence applications of carbon nanotubes. Speci�cally we discuss the electronic and
electrochemical applications of nanotubes, nanotubes as mechanical reinforcements
in high performance composites, nanotube-based �eld emitters, and their use as
nanoprobes in metrology and biological and chemical investigations, and as tem-
plates for the creation of other nanostructures. Electronic properties and device
applications of nanotubes are treated elsewhere in the book. The challenges that
ensue in realizing some of these applications are also discussed from the point of
view of manufacturing, processing, and cost considerations.
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1 Introduction

The discovery of fullerenes [1] provided exciting insights into carbon nano-
structures and how architectures built from sp2 carbon units based on sim-
ple geometrical principles can result in new symmetries and structures that
have fascinating and useful properties. Carbon nanotubes represent the most
striking example. About a decade after their discovery [2], the new knowledge
available in this �eld indicates that nanotubes may be used in a number of
practical applications. There have been great improvements in synthesis tech-
niques, which can now produce reasonably pure nanotubes in gram quanti-
ties. Studies of structure-topology-property relations in nanotubes have been
strongly supported, and in some cases preceded, by theoretical modeling that
has provided insights for experimentalists into new directions and has assisted
the rapid expansion of this �eld [3{8].

Quasi-one-dimensional carbon whiskers or nanotubes are perfectly straight
tubules with diameters of nanometer size, and properties close to that of an
ideal graphite �ber. Carbon nanotubes were discovered accidentally by Sumio
Iijima in 1991, while studying the surfaces of graphite electrodes used in an
electric arc discharge [2]. His observation and analysis of the nanotube struc-
ture started a new direction in carbon research, which complemented the ex-
citement and activities then prevalent in fullerene research. These tiny carbon
tubes with incredible strength and fascinating electronic properties appear to
be ready to overtake fullerenes in the race to the technological marketplace.
It is the structure, topology and size of nanotubes that make their properties
exciting compared to the parent, planar graphite-related structures, such as
are for example found in carbon �bers.

The uniqueness of the nanotube arises from its structure and the inher-
ent subtlety in the structure, which is the helicity in the arrangement of the
carbon atoms in hexagonal arrays on their surface honeycomb lattices. The
helicity (local symmetry), along with the diameter (which determines the size
of the repeating structural unit) introduces signi�cant changes in the elec-
tronic density of states, and hence provides a unique electronic character for
the nanotubes. These novel electronic properties create a range of fascinat-
ing electronic device applications and this subject matter is discussed briey
elsewhere in this volume [9], and has been the subject of discussion in earlier
reviews [8]. The other factor of importance in what determines the uniqueness
in physical properties is topology, or the closed nature of individual nanotube
shells; when individual layers are closed on to themselves, certain aspects of
the anisotropic properties of graphite disappear, making the structure re-
markably di�erent from graphite. The combination of size, structure and
topology endows nanotubes with important mechanical (e.g., high stability,
strength and sti�ness, combined with low density and elastic deformability)
and with special surface properties (selectivity, surface chemistry), and the
applications based on these properties form the central topic of this chapter.
In addition to the helical lattice structure and closed topology, topological
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Fig. 1. Structure of single-walled (SWNT) (a-d) and multi-walled (MWNT) car-
bon nanotubes (e, f). (a) Shows a schematic of an individual helical single-walled
nanotube. (b) Shows a cross-sectional view (TEM image) of a bundle of SWNTs
[transverse view shown in (d)]. Each nanotube has a diameter of �1.4 nm and the
tube-tube distance in the bundles is 0.315 nm. (c) Shows the high resolution TEM
micrograph of a 1.5 nm diameter SWNT. (e) is the schematic of a MWNT and (f)
shows a high resolution TEM image of an individual MWNT. The distance be-
tween horizontal fringes (layers of the tube) in (f) is 0.34 nm (close to the interlayer
spacing in graphite)

defects in nanotubes (�ve member Stone{Wales defects near the tube ends,
aiding in their closure) [9,10], akin to those found in the fullerenes structures,
result in local perturbations to their electronic structure [11]; for example,
the ends or caps of the nanotubes are more metallic than the cylinders, due to
the concentration of pentagonal defects [11]. These defects also enhance the
reactivity of tube ends, giving the possibility of opening the tubes [12], func-
tionalizing the tube ends [13], and �lling the tubes with foreign substances
[14{16].

The structure of nanotubes remains distinctly di�erent from traditional
carbon �bers that have been industrially used for several decades (e.g., as
reinforcements in tennis rackets, airplane frame parts and batteries to name
a few) [17,18]. Most importantly, nanotubes, for the �rst time represent the
ideal, most perfect and ordered, carbon �ber, the structure of which is entirely
known at the atomic level. It is this predictability that mainly distinguishes
nanotubes from other carbon �bers and puts them along with molecular
fullerene species in a special category of prototype materials. Among the
nanotubes, two varieties, which di�er in the arrangement of their graphene
cylinders, share the limelight. Multi-walled nanotubes (MWNT), are collec-
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tions of several concentric graphene cylinders and are larger structures com-
pared to single-walled nanotubes (SWNTs) which are individual cylinders of
1{2nm diameter (see Fig. 1). The former can be considered as a mesoscale
graphite system, whereas the latter is truly a single large molecule. However,
SWNTs also show a strong tendency to bundle up into ropes, consisting of ag-
gregates of several tens of individual tubes organized into a one-dimensional
triangular lattice. One point to note is that in most applications, although
the individual nanotubes should have the most appealing properties, one has
to deal with the behavior of the aggregates (MWNT or SWNT ropes), as
produced in actual samples. The best presently available methods to pro-
duce ideal nanotubes are based on the electric arc [19,20] and laser ablation
processes [21]. The material prepared by these techniques has to be puri�ed
using chemical and separation methods. None of these techniques are scal-
able to make the industrial quantities needed for many applications (e.g.,
in composites), and this has been a bottleneck in nanotube R&D. In recent
years, work has focused on developing chemical vapor deposition techniques
using catalyst particles and hydrocarbon precursors to grow nanotubes [22{
25]; such techniques have been used earlier to produce hollow nano�bers of
carbon in large quantities [17,18]. The drawback of the catalytic CVD-based
nanotube production is the inferior quality of the structures that contain
gross defects (twists, tilt boundaries etc.), particularly because the struc-
tures are created at much lower temperatures (600{1000�C) compared to the
arc or laser processes (�2000�C).

Since their discovery in 1991, several demonstrations have suggested po-
tential applications of nanotubes. These include the use of nanotubes as elec-
tron �eld emitters for vacuum microelectronic devices, individual MWNTs
and SWNTs attached to the end of an atomic force microscope (AFM) tip for
use as nanoprobe, MWNTs as e�cient supports in heterogeneous catalysis
and as microelectrodes in electrochemical reactions, and SWNTs as good me-
dia for lithium and hydrogen storage . Some of these could become real mar-
ketable applications in the near future, but others need further modi�cation
and optimization. Areas where predicted or tested nanotube properties ap-
pear to be exceptionally promising are mechanical reinforcing and electronic
device applications. The lack of availability of bulk amounts of well-de�ned
samples and the lack of knowledge about organizing and manipulating objects
such as nanotubes (due to their sub-micron sizes) have hindered progress in
developing these applications. The last few years, however, have seen impor-
tant breakthroughs that have resulted in the availability of nearly uniform
bulk samples. There still remains a strong need for better control in purifying
and manipulating nanotubes, especially through generalized approaches such
as chemistry. Development of functional devices/structures based on nan-
otubes will surely have a signi�cant impact on future technology needs. In
the following sections we describe the potential of materials science-related
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applications of nanotubes and the challenges that need to be overcome to
reach these hefty goals.

In the following sections we describe several interesting applications of car-
bon nanotubes based on some of the remarkable materials properties of nan-
otubes. Electron �eld emission characteristics of nanotubes and applications
based on this, nanotubes as energy storage media, the potential of nanotubes
as �llers in high performance polymer and ceramic composites, nanotubes
as novel probes and sensors, and the use of nanotubes for template-based
synthesis of nanostructures are the major topics that are discussed in the
sections that follow.

2 Potential application of CNTs in vacuum

microelectronics

Field emission is an attractive source for electrons compared to thermionic
emission. It is a quantum e�ect. When subject to a su�ciently high elec-
tric �eld, electrons near the Fermi level can overcome the energy barrier to
escape to the vacuum level. The basic physics of electron emission is well
developed. The emission current from a metal surface is determined by the
Fowler{Nordheim equation: I = aV 2 exp(�b�3=2=�V ) where I , V , �, �, are
the current, applied voltage, work function, and �eld enhancement factor,
respectively [26,27].

Electron �eld emission materials have been investigated extensively for
technological applications, such as at panel displays, electron guns in elec-
tron microscopes, microwave ampli�ers [28]. For technological applications,
electron emissive materials should have low threshold emission �elds and
should be stable at high current density. A current density of 1-10mA/cm2

is required for displays [29] and >500mA/cm2 for a microwave ampli�er [30].
In order to minimize the electron emission threshold �eld, it is desirable to
have emitters with a low work function and a large �eld enhancement factor.
The work function is an intrinsic materials property. The �eld enhancement
factor depends mostly on the geometry of the emitter and can be approx-
imated as: � = 1=5r where r is the radius of the emitter tip. Processing
techniques have been developed to fabricated emitters such as Spindt-type
emitters, with a sub-micron tip radius [28]. However, the process is costly and
the emitters have only limited lifetime. Failure is often caused by ion bom-
bardment from the residual gas species that blunt the emission tips. Table 1
lists the threshold electrical �eld values for a 10mA/cm2 current density for
some typical materials.

Carbon nanotubes have the right combination of properties { nanometer-
size diameter, structural integrity, high electrical conductivity, and chemical
stability { that make good electron emitters [27]. Electron �eld emission from
carbon nanotubes was �rst demonstrated in 1995 [33], and has since been
studied intensively on various carbon nanotube materials. Compared to con-
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Table 1. Threshold electrical �eld values for di�erent materials for a 10mA/cm2

current density (data taken from Ref. [31] and [32])

Material Threshold electrical �eld (V/�m)

Mo tips 50{100
Si tips 50{100
p-type semiconducting diamond 130
Undoped, defective CVD diamond 30{120
Amorphous diamond 20{40
Cs-coated diamond 20{30
Graphite powder(<1mm size) 17
Nanostructured diamonda 3{5 (unstable >30mA/cm2)

Carbon nanotubesb 1{3 (stable at 1A/cm2)

aHeat-treated in H plasma.
brandom SWNT �lm

ventional emitters, carbon nanotubes exhibit a lower threshold electric �eld,
as illustrated in Table 1. The current-carrying capability and emission stabil-
ity of the various carbon nanotubes, however, vary considerably depending
on the fabrication process and synthesis conditions.

The I-V characteristics of di�erent types of carbon nanotubes have been
reported, including individual nanotubes [33,34], MWNTs embedded in epoxy
matrices [35,36], MWNT �lms [37,38], SWNTs [39{42] and aligned MWNT
�lms [32]. Figure 2 shows typical emission I-V characteristics measured from
a random SWNT �lm at di�erent anode-cathode distances, and the Fowler{
Nordheim plot of the same data is shown as the inset. Turn-on and threshold
�elds are often used to describe the electrical �eld required for emission. The
former is not well-de�ned and typically refers to the �eld that is required to
yield 1 nA of total emission current, while the latter refers to the �eld required
to yield a given current density, such as 10mA/cm2. For random SWNT �lms,
the threshold �eld for 10mA/cm2 is in the range of 2-3V/�m. Random and
aligned MWNTs [fabricated at the University of North Carolina (UNC) and
AT&T Bell Labs] were found to have threshold �elds slightly larger than
that of the SWNT �lms and are typically in the range of 3{5V/�m for a
10mA/cm2 current density [32] (Fig. 3). These values for the threshold �eld
are all signi�cantly better than those from conventional �eld emitters such as
the Mo and Si tips which have a threshold electric �eld of 50{100V/�m (Ta-
ble 1). It is interesting to note that the aligned MWNT �lms do not perform
better than the random �lms. This is due to the electrical screening e�ect
arising from closely packed nanotubes [43]. The low threshold �eld for elec-
tron emission observed in carbon nanotubes is a direct result of the large �eld
enhancement factor rather than a reduced electron work function. The latter
was found to be 4.8 eV for SWNTs, 0.1{0.2eV larger than that of graphite
[44].
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Fig. 2. (Top): Emission I-V characteristics of a random single-walled carbon nan-
otube �lm measured at di�erent anode-cathode distances at 10�8 torr base pressure.
The same data are plotted as (ln(I/V2) versus 1/V) in the inset. Deviations from
the ideal Fowler{Nordheim behavior are observed at high current. (Bottom): Sta-
bility test of a random laser-ablation-grown SWNT �lm showing stable emission at
20mA/cm2 (from Ref. [40])
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Fig. 3. Current den-
sity versus electric
�eld measured for
various forms of car-
bon nanotubes (data
taken from Bower et
al. [32])

SWNTs generally have a higher degree of structural perfection than ei-
ther MWNTs or CVD-grown materials and have a capability for achieving
higher current densities and have a longer lifetime [32]. Stable emission above
20mA/cm2 has been demonstrated in SWNT �lms deposited on Si substrates
[40]. A current density above 4A/cm2(measured by a 1mm local probe) was
obtained from SWNTs produced by the laser ablation method [40]. Figure
4 is a CCD (charge coupled device) image of the set-up for electron emis-
sion measurement, showing a Mo anode (1mm diameter) and the edge of
the SWNT cathode in a vacuum chamber. The Mo anode is glowing due to
bombarding from �eld emitted electrons, demonstrating the high current ca-
pability of the SWNTs. This particular image was taken at a current density
of 0.9A/cm2. The current densities observed from the carbon nanotubes are
signi�cantly higher than from conventional emitters, such as nano-diamonds
which tend to fail below 30mA/cm2 current density [31]. Carbon nanotube
emitters are particularly attractive for a variety of applications including
microwave ampli�ers.

Although carbon nanotube emitters show clear advantageous properties
over conventional emitters in terms of threshold electrical �eld and current
density, their emission site density (number of functioning emitters per unit
area) is still too low for high resolution display applications. Films presently
fabricated [32] have typical emission site densities of 103{104/cm2 at the
turn-on �eld, and �106/cm2 is typically required for high resolution display
devices.

2.1 Prototype electron emission devices based on carbon
nanotubes

A. Cathode ray lighting elements Cathode ray lighting elements with
carbon nanotube materials as the �eld emitters have been fabricated by Ise
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Fig. 4. A CCD image showing a glowing Mo anode (1mm diameter) at an emission
current density of 0.9 A/cm2 from a SWNT cathode. Heating of the anode is due
to �eld emitted electrons bombarding the Mo probe, thereby demonstrating a high
current density (image provided by Dr. Wei Zhu of Bell Labs)

Electronic Co. in Japan [45]. As illustrated in Fig. 5, these nanotube-based
lighting elements have a triode-type design. In the early models, cylindrical
rods containing MWNTs, formed as a deposit by the arc-discharge method,
were cut into thin disks and were glued to stainless steel plates by silver paste.
In later models, nanotubes are now screen-printed onto the metal plates. A
phosphor screen is printed on the inner surfaces of a glass plate. Di�erent
colors are obtained by using di�erent uorescent materials. The luminance of
the phosphor screens measured on the tube axis is 6:4�104 cd/cm2 for green
light at an anode current of 200�A, which is two times more intense than
that of conventional thermionic cathode ray tube (CRT) lighting elements
operated under similar conditions [45].

B. Flat panel display Prototype matrix-addressable diode at panel dis-
plays have been fabricated using carbon nanotubes as the electron emission
source [46]. One demonstration (demo) structure constructed at Northwest-
ern University consists of nanotube-epoxy stripes on the cathode glass plate
and phosphor-coated indium-tin-oxide (ITO) stripes on the anode plate [46].
Pixels are formed at the intersection of cathode and anode stripes, as illus-
trated in Fig. 6. At a cathode-anode gap distance of 30�m, 230V is required
to obtained the emission current density necessary to drive the diode dis-
play (�76�mA/mm2). The device is operated using the half-voltage o�-pixel
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Fig. 5. Demonstration �eld emission light source using carbon nanotubes as the
cathodes (fabricated by Ise Electronic Co., Japan) [45]

scheme. Pulses of �150V are switched among anode and cathode stripes,
respectively to produce an image.

Fig. 6. Left: Schematic of a prototype �eld emission display using carbon nan-
otubes (adapted from Ref. [46]). Right: A prototype 4.5

00

�eld emission display
fabricated by Samsung using carbon nanotubes (image provided by Dr. W. Choi
of Samsung Advanced Institute of Technologies)

Recently, a 4.5 inch diode-type �eld emission display has been fabricated
by Samsung (Fig. 6), with SWNT stripes on the cathode and phosphor-coated
ITO stripes on the anode running orthogonally to the cathode stripes [47].
SWNTs synthesized by the arc-discharge method were dispersed in isopropyl
alcohol and then mixed with an organic mixture of nitro cellulose. The paste
was squeezed into sodalime glasses through a metal mesh, 20�m in size, and
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then heat-treated to remove the organic binder. Y2O2S:Eu, ZnS:Cu,Al, and
ZnS:Ag,Cl, phosphor-coated glass is used as the anode.

C. Gas-discharge tubes in telecom networks Gas discharge tube pro-
tectors, usually consisting of two electrodes parallel to each other in a sealed
ceramic case �lled with a mixture of noble gases, is one of the oldest meth-
ods used to protect against transient over-voltages in a circuit [48]. They
are widely used in telecom network interface device boxes and central of-
�ce switching gear to provide protection from lightning and AC power cross
faults on the telecom network. They are designed to be insulating under nor-
mal voltage and current ow. Under large transient voltages, such as from
lightning, a discharge is formed between the metal electrodes, creating a
plasma breakdown of the noble gases inside the tube. In the plasma state,
the gas tube becomes a conductor, essentially short-circuiting the system and
thus protecting the electrical components from over-voltage damage. These
devices are robust, moderately inexpensive, and have a relatively small shunt
capacitance, so they do not limit the bandwidth of high-frequency circuits
as much as other nonlinear shunt components. Compared to solid state pro-
tectors, GDTs can carry much higher currents. However, the current gas
discharge tube (GDT) protector units are unreliable from the standpoint of
mean turn-on voltage and run-to-run variability.

Prototype GDT devices using carbon nanotube coated electrodes have re-
cently been fabricated and tested by a group from UNC and Raychem Co.[49].
Molybdenum electrodes with various interlayer materials were coated with
single-walled carbon nanotubes and analyzed for both electron �eld emission
and discharge properties. A mean DC breakdown voltage of 448.5V and a
standard deviation of 4.8V over 100 surges were observed in nanotube-based
GDTs with 1mm gap spacing between the electrodes. The breakdown reli-
ability is a factor of 4{20 better and the breakdown voltage is �30% lower
than the two commercial products measured (Fig. 7). The enhanced perfor-
mance shows that nanotube-based GDTs are attractive over-voltage protec-
tion units in advanced telecom networks such as an asymmetric-digital-signal-
line (ADSL), where the tolerance is narrower than what can be provided by
the current commercial GDTs.

3 Energy Storage

Carbon nanotubes are being considered for energy production and storage.
Graphite, carbonaceous materials and carbon �ber electrodes have been used
for decades in fuel cells, battery and several other electrochemical appli-
cations [50]. Nanotubes are special because they have small dimensions, a
smooth surface topology, and perfect surface speci�city, since only the basal
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same metal on graphite and on other carbons in the liquid phase hydrogena-
tion reaction of cinnamaldehyde [55]. The properties of catalytically-grown
carbon nano�bers (which are basically defective nanotubes) have been found
to be desirable for high power electrochemical capacitors [56].

3.1 Electrochemical intercalation of carbon nanotubes with
lithium

The basic working mechanism of rechargeable lithium batteries is electro-
chemical intercalation and de-intercalation of lithium between two working
electrodes. Current state-of-art lithium batteries use transition metal oxides
(i.e., LixCoO2 or LixMn2O4) as the cathodes and carbon materials (graphite
or disordered carbon) as the anodes [57]. It is desirable to have batteries with
a high energy capacity, fast charging time and long cycle time. The energy ca-
pacity is determined by the saturation lithium concentration of the electrode
materials. For graphite, the thermodynamic equilibrium saturation concen-
tration is LiC6 which is equivalent to 372mAh/g. Higher Li concentrations
have been reported in disordered carbons (hard and soft carbon) [58,59] and
metastable compounds formed under pressure [60].

It has been speculated that a higher Li capacity may be obtained in car-
bon nanotubes if all the interstitial sites (inter-shell van der Waals spaces,
inter-tube channels, and inner cores) are accessible for Li intercalation. Elec-
trochemical intercalation of MWNTs [61,62] and SWNTs [63,64] has been
investigated by several groups. Figure 8 (top) shows representative electro-
chemical intercalation data collected from an arc-discharge-grown MWNT
sample using an electrochemical cell with a carbon nanotube �lm and a
lithium foil as the two working electrodes [64]. A reversible capacity (Crev) of
100{640mAh/g has been reported, depending on the sample processing and
annealing conditions [61,62,64]. In general, well-graphitized MWNTs such
as those synthesized by the arc-discharge method have a lower Crev than
those prepared by the CVD method. Structural studies [65,66] have shown
that alkali metals can be intercalated into the inter-shell spaces within the
individual MWNTs through defect sites.

Single-walled nanotubes are shown to have both high reversible and ir-
reversible capacities [63,64]. Two separate groups reported 400{650mAh/g
reversible and �1000mAh/g irreversible capacities in SWNTs produced by
the laser ablation method. The exact locations of the Li ions in the interca-
lated SWNTs are still unknown. Intercalation and in-situ TEM and EELS
measurements on individual SWNT bundles suggested that the intercalants
reside in the interstitial sites between the SWNTs [67]. It is shown that
the Li/C ratio can be further increased by ball-milling which fractures the
SWNTs [68]. A reversible capacity of 1000mAh/g [64] was reported in pro-
cessed SWNTs. The large irreversible capacity is related to the large surface
area of the SWNT �lms (�300m2/g by BET characterization) and the for-
mation of a solid-electrolyte-interface. The SWNTs are also found to per-



414 Ajayan and Zhou

0.0 100.0 200.0 300.0 400.0 500.0 600.0
Capacity(mAh/g)

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5
V

ol
ta

ge
(m

A
h/

g)

Second Discharging

First Discharging

Fig. 8. (Top): Electrochemical intercalation of MWNTs with lithium. Data were
collected using 50mA/h current. The electrolyte was LiClO4 in ethylene carbon-
ate/dimethyl carbonate. (Bottom): Charge-discharge data of puri�ed and processed
SWNTs. The reversible capacity of this material is 1000mAh/g. (Figures are from
B. Gao et al. in Ref. [64])
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form well under high current rates. For example, 60% of the full capacity
can be retained when the charge-discharge rate is increased from 50mA/h to
500mA/h [63]. The high capacity and high-rate performance warrant further
studies on the potential of utilizing carbon nanotubes as battery electrodes.
The large observed voltage hysteresis (see Fig. 8) is undesirable for battery
application. It is at least partially related to the kinetics of the intercala-
tion reaction and can potentially be reduced/eliminated by processing, i.e.,
cutting the nanotubes to short segments.

3.2 Hydrogen Storage

The area of hydrogen storage in carbon nanotubes remains active and contro-
versial. Extraordinarily high and reversible hydrogen adsorption in SWNT-
containing materials [69{72] and graphite nano�bers (GNFs) [73] has been
reported and has attracted considerable interest in both academia and in-
dustry. Table 2 summarizes the gravimetric hydrogen storage capacity re-
ported by various groups [74]. However, many of these reports have not been
independently veri�ed. There is also a lack of understanding of the basic
mechanism(s) of hydrogen storage in these materials.

Table 2. Summary of reported gravimetric storage of H2 in various carbon mate-
rials (Adapted from Ref. [74])

Material Max. wt% H2 T(K) P (MPa)

SWNTs(low purity) 5{10 133 0.040
SWNTs(high purity) �4 300 0.040
GNFs(tubular) 11.26 298 11.35
GNFs(herringbone) 67.55 298 11.35
GNS(platelet) 53.68 298 11.35
Graphite 4.52 298 11.35
GNFs 0.4 298-773 0.101
Li-GNFs 20 473-673 0.101
Li-Graphites 14 473-674 0.101
K-GNFs 14 <313 0.101
K-Graphite 5.0 <313 0.101
SWNTa(high purity) 8.25 80 7.18
SWNTs(�50% pure) 4.2 300 10.1

Materials with high hydrogen storage capacities are desirable for energy
storage applications. Metal hydrides and cryo-adsorption are the two com-
monly used means to store hydrogen, typically at high pressure and/or low
temperature. In metal hydrides, hydrogen is reversible stored in the inter-
stitial sites of the host lattice. The electrical energy is produced by direct
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electrochemical conversion. Hydrogen can also be stored in the gas phase in
the metal hydrides. The relatively low gravimetric energy density has limited
the application of metal hydride batteries. Because of their cylindrical and
hollow geometry, and nanometer-scale diameters, it has been predicted that
the carbon nanotubes can store liquid and gas in the inner cores through
a capillary e�ect [76]. A temperature-programmed desorption (TPD) study
on SWNT-containing material (0.1{0.2wt% SWNT) estimates a gravimet-
ric storage density of 5{10wt% SWNT when H2 exposures were carried out
at 300 torr for 10 minutes at 277K followed by 3 minutes at 133K [69]. If
all the hydrogen molecules are assumed to be inside the nanotubes, the re-
ported density would imply a much higher packing density of H2 inside the
tubes than expected from the normal H2-H2 distance. The same group re-
cently performed experiments on puri�ed SWNTs and found essentially no
H2 absorption at 300K [75]. Upon cutting (opening) the nanotubes by an ox-
idation process, the amount of absorbed H2 molecules increased to 4-5wt%.
A separate study on higher purity materials reports �8wt% of H2 adsorption
at 80K, but using a much higher pressure of 100atm [77], suggesting that
nanotubes have the highest hydrogen storage capacity of any carbon mate-
rial. It is believed that hydrogen is �rst adsorbed on the outer surface of the
crystalline ropes.

An even higher hydrogen uptake, up to 14{20wt%, at 20-400�C under
ambient pressure was reported [70] in alkali-metal intercalated carbon nan-
otubes. It is believed that in the intercalated systems, the alkali metal ions
act as a catalytic center for H2 dissociative adsorption. FTIR measurements
show strong alkali-H and C-H stretching modes. An electrochemical absorp-
tion and desorption of hydrogen experiment performed on SWNT-containing
materials (MER Co, containing a few percent of SWNTs) reported a capacity
of 110mAh/g at low discharge currents [72]. The experiment was done in a
half-cell con�guration in 6M KOH electrolyte and using a nickel counter elec-
trode. Experiments have also been performed on SWNTs synthesized by a
hydrogen arc-discharge method [71]. Measurements performed on relatively
large amount materials (�50% purity, 500mg) showed a hydrogen storage
capacity of 4.2wt% when the samples were exposed to 10MPa hydrogen at
room temperature. About 80% of the absorbed H2 could be released at room
temperature [71].

The potential of achieving/exceeding the benchmark of 6.5wt% H2 to sys-
tem weight ratio set by the Department of Energy has generated considerable
research activities in universities, major automobile companies and national
laboratories. At this point it is still not clear whether carbon nanotubes
will have real technological applications in the hydrogen storage applications
area. The values reported in the literature will need to be veri�ed on well-
characterized materials under controlled conditions. What is also lacking is a
detailed understanding on the storage mechanism and the e�ect of materials
processing on hydrogen storage. Perhaps the ongoing neutron scattering and
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proton nuclear magnetic resonance measurements will shed some light in this
direction.

In addition to hydrogen, carbon nanotubes readily absorb other gaseous
species under ambient conditions which often leads to drastic changes in their
electronic properties[112,78,79]. This environmental sensitivity is a double-
edged sword. From the technological point of view, it can potentially be
utilized for gas detection[112]. On the other hand, it makes very di�cult to
deduce the intrinsic properties of the nanotubes, as demonstrated by the re-
cent transport[78] and nuclear magnetic resonance[79] measurements. Care
must be taken to remove the adsorbed species which typically requires anneal-
ing the nanotubes at elevated temperatures under at least 10�6 torr dynamic
vacuum.

4 Filled composites

The mechanical behavior of carbon nanotubes is exciting since nanotubes
are seen as the \ultimate" carbon �ber ever made. The traditional carbon
�bers [17,18] have about �fty times the speci�c strength (strength/density)
of steel and are excellent load-bearing reinforcements in composites. Nan-
otubes should then be ideal candidates for structural applications. Carbon
�bers have been used as reinforcements in high strength, light weight, high
performance composites; one can typically �nd these in a range of products
ranging from expensive tennis rackets to spacecraft and aircraft body parts.
NASA has recently invested large amounts of money in developing carbon
nanotube-based composites for applications such as the futuristic Mars mis-
sion.

Early theoretical work and recent experiments on individual nanotubes
(mostly MWNTs) have con�rmed that nanotubes are one of the sti�est struc-
tures ever made [81{85]. Since carbon-carbon covalent bonds are one of the
strongest in nature, a structure based on a perfect arrangement of these
bonds oriented along the axis of nanotubes would produce an exceedingly
strong material. Theoretical studies have suggested that SWNTs could have
a Young's modulus as high as 1TPa [82], which is basically the in-plane value
of defect free graphite. For MWNTs, the actual strength in practical situa-
tions would be further a�ected by the sliding of individual graphene cylinders
with respect to each other. In fact, very recent experiments have evaluated
the tensile strength of individual MWNTs using a nano-stressing stage lo-
cated within a scanning electron microscope [86]. The nanotubes broke by
a sword-in-sheath failure mode [17]. This failure mode corresponds to the
sliding of the layers within the concentric MWNT assembly and the breaking
of individual cylinders independently. Such failure modes have been observed
previously in vapor grown carbon �bers [17]. The observed tensile strength
of individual MWNTs corresponded to <60GPa. Experiments on individual
SWNT ropes are in progress and although a sword-in-sheath failure mode



418 Ajayan and Zhou

cannot occur in SWNT ropes, failure could occur in a very similar fash-
ion. The individual tubes in a rope could pull out by shearing along the
rope axis, resulting in the �nal breakup of the rope, at stresses much below
the tensile strength of individual nanotubes. Although testing of individual
nanotubes is challenging, and requires specially designed stages and nano-
size loading devices, some clever experiments have provided valuable insights
into the mechanical behavior of nanotubes and have provided values for their
modulus and strength. For example, in one of the earlier experiments, nan-
otubes projecting out onto holes in a TEM specimen grid were assumed to
be equivalent to clamped homogeneous cantilevers; the horizontal vibrational
amplitudes at the tube ends were measured from the blurring of the images
of the nanotube tips and were then related to the Young's modulus [83]. Re-
cent experiments have also used atomic force microscopy to bend nanotubes
attached to substrates and thus obtain quantitative information about their
mechanical properties [84,87].

Most of the experiments done to date corroborate theoretical predictions
suggesting the values of Young's modulus of nanotubes to be around 1 TPa
(see Fig. 9). Although the theoretical estimate for the tensile strength of indi-
vidual SWNTs is about 300 GPa, the best experimental values (on MWNTs)
are close to �50 GPa [86], which is still an order of magnitude higher than
that of carbon �bers [17,18].

The fracture and deformation behavior of nanotubes is intriguing. Sim-
ulations on SWNTs have suggested very interesting deformation behavior;
highly deformed nanotubes were seen to switch reversibly into di�erent mor-
phological patterns with abrupt releases of energy. Nanotubes gets attened,
twisted and buckled as they deform (see Fig. 9 ). They sustain large strains
(40%) in tension without showing signs of fracture [82]. The reversibility of
deformations, such as buckling, has been recorded directly for MWNT, under
TEM observations [7]. Flexibility of MWNTs depends on the number of lay-
ers that make up the nanotube walls; tubes with thinner walls tend to twist
and atten more easily. This exibility is related to the in-plane exibility
of a planar graphene sheet and the ability for the carbon atoms to rehy-
bridize, with the degree of sp2-sp3 rehybridization depending on the strain.
Such exibility of nanotubes under mechanical loading is important for their
potential application as nanoprobes, for example, for use as tips of scanning
probe microscopes.

Recently, an interesting mode of plastic behavior has been predicted in
nanotubes [88]. It is suggested that pairs of 5-7 (pentagon-heptagon) pair
defects, called a Stone{Wales defect [89], in sp2 carbon systems, are created
at high strains in the nanotube lattice and that these defect pairs become
mobile. This leads to a step-wise diameter reduction (localized necking) of
the nanotube. These defect pairs become mobile. The separation of the de-
fects creates local necking of the nanotube in the region where the defects
have moved. In addition to localized necking, the region also changes lat-
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Fig. 9. Results of the mechanical properties from MWNT-polymer (epoxy) com-
posites. (a) SEM micrograph that shows good dispersion of MWNTs in the polymer
matrix. The tubes are, however, elastically bent due to their highly exible nature.
Schematic of an elastically bent nanotube is shown in (b) (courtesy: Prof. Boris
Yakobson). The strain is concentrated locally near the bend. (c) Stress-strain re-
lationship observed during the tension/compression testing of the nanotube-epoxy
(5wt% MWNTs) composite (the curve that shows larger slope, both on the tension
and compression sides of the stress-strain curve, belongs to the nanotube epoxy
composite). It can be seen that the load transfer to the nanotube is higher during
the compression cycle (seen from the deviation of the composite curve from that
of the pure epoxy), because in tension the individual layers of the nanotubes slide
with respect to each other. (d) TEM image of a thicker straight MWNT as well as a
buckled MWNT in an epoxy matrix after loading. The smaller diameter nanotubes
have more tendency to bend and buckle [86]

tice orientation (similar in e�ect to a dislocation passing through a crystal).
This extraordinary behavior initiates necking but also introduces changes in
helicity in the region where the defects have moved (similar to a change in
lattice orientation when a dislocation passes through a crystal). This extraor-
dinary behavior could lead to a unique nanotube application: a new type of
probe, which responds to mechanical stress by changing its electronic charac-
ter. High temperature fracture of individual nanotubes under tensile loading,
has been studied by molecular dynamics simulations [90]. Elastic stretching
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elongates the hexagons until, at high strain, some bonds are broken. This
local defect is then redistributed over the entire surface, by bond saturation
and surface reconstruction. The �nal result of this is that instead of fractur-
ing, the nanotube lattice unravels into a linear chain of carbon atoms. Such
behavior is extremely unusual in crystals and could play a role in increas-
ing the toughness (by increasing the energy absorbed during deformation) of
nanotube-�lled ceramic composites during high temperature loading.

The most important application of nanotubes based on their mechanical
properties will be as reinforcements in composite materials. Although nano-
tube-�lled polymer composites are an obvious materials application area,
there have not been many successful experiments, which show the advan-
tage of using nanotubes as �llers over traditional carbon �bers. The main
problem is in creating a good interface between nanotubes and the polymer
matrix and attaining good load transfer from the matrix to the nanotubes,
during loading. The reason for this is essentially two-fold. First, nanotubes
are atomically smooth and have nearly the same diameters and aspect ratios
(length/diameter) as polymer chains. Second, nanotubes are almost always
organized into aggregates which behave di�erently in response to a load,
as compared to individual nanotubes. There have been conicting reports
on the interface strength in nanotube-polymer composites [91{96]. Depend-
ing on the polymer used and processing conditions, the measured strength
seems to vary. In some cases, fragmentation of the tubes has been observed,
which is an indication of a strong interface bonding. In some cases, the e�ect
of sliding of layers of MWNTs and easy pull-out are seen, suggesting poor
interface bonding. Micro-Raman spectroscopy has validated the latter, sug-
gesting that sliding of individual layers in MWNTs and shearing of individual
tubes in SWNT ropes could be limiting factors for good load transfer, which
is essential for making high strength composites. To maximize the advantage
of nanotubes as reinforcing structures in high strength composites, the aggre-
gates needs to be broken up and dispersed or cross-linked to prevent slippage
[97]. In addition, the surfaces of nanotubes have to be chemically modi�ed
(functionalized) to achieve strong interfaces between the surrounding poly-
mer chains (see Fig. 10).

There are certain advantages that have been realized in using carbon
nanotubes for structural polymer (e.g., epoxy) composites. Nanotube rein-
forcements will increase the toughness of the composites by absorbing energy
during their highly exible elastic behavior. This will be especially impor-
tant for nanotube-based ceramic matrix composites. An increase in fracture
toughness on the order of 25% has been seen in nano-crystalline alumina nan-
otube (5% weight fraction) composites, without compromising on hardness
[98]. Other interesting applications of nanotube-�lled polymer �lms will be
in adhesives where a decoration of nanotubes on the surface of the polymer
�lms could alter the characteristics of the polymer chains due to interactions
between the nanotubes and the polymer chains; the high surface area of the
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Fig. 10. Results of mechanical properties measurements on SWNT-polymer
composites. (a) SEM micrograph that shows a partially fractured surface of a
SWNT-epoxy composite, indicating stretched nanotubes extending across cracks.
(b) Shows a similar event illustrating the stretching and aligning of SWNT bundles
across a long crack in a SWNT-carbon soot composite. (c) SEM micrograph that
shows the surface of a fractured SWNT-epoxy composite where the nanotube
ropes have been completely pulled out and have fallen back on the fractured
surface, forming a loose random network of interconnected ropes. (d) Shows results
of micro-Raman spectroscopy that detects peak-shifts (in wave-numbers) as a
function of strain. In both tension and compression of the SWNT-epoxy specimens,
the peak shifts are negligible, suggesting no load transfer to the nanotubes during
the loading of the composites [97]

nanotube structures and their dimensions being nearly that of the linear di-
mensions of the polymer chains could give such nanocomposites new surface
properties. The low density of the nanotubes will clearly be an advantage
for nanotube-based polymer composites, in comparison to short carbon �ber
reinforced (random) composites. Nanotubes would also o�er multifunctional-
ity, since carbon �bers are extremely brittle. Nanotubes will also o�er better
performance during compressive loading in comparison to traditional carbon
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�bers due to their exibility and low propensity for carbon nanotubes to
fracture under compressive loads.

Other than for structural composite applications, some of the unique prop-
erties of carbon nanotubes are being pursued by �lling photo-active poly-
mers with nanotubes. Recently, such a scheme has been demonstrated in a
conjugated luminescent polymer, poly(m-phenylenevinylene-co-2,5-dioctoxy-
p-phenylenevinylene) (PPV), �lled with MWNTs and SWNTs [99]. Nano-
tube/PPV composites have shown large increases in electrical conductivity
(by nearly eight orders of magnitude) compared to the pristine polymer,
with little loss in photoluminescence/electro-luminescence yield. In addition,
the composite is far more robust than the pure polymer regarding mechanical
strength and photo-bleaching properties (breakdown of the polymer structure
due to thermal e�ects). Preliminary studies indicate that the host polymer
interacts weakly with the embedded nanotubes, but that the nanotubes act
as nano-metric heat sinks, which prevent the build up of large local heat-
ing thermal e�ects within the polymer matrix. While experimenting with the
composites of conjugated polymers, such as PPV and nanotubes, a very inter-
esting phenomenon has been recently observed [80]; it seems that the coiled
morphology of the polymer chains helps to wrap around nanotubes suspended
in dilute solutions of the polymer. This e�ect has been used to separate nan-
otubes from other carbonaceous material present in impure samples. Use of
the non-linear optical and optical limiting properties of nanotubes has been
reported for designing nanotube-polymer systems for optical applications,
including photo-voltaic applications [100]. Functionalization of nanotubes
and the doping of chemically modi�ed nanotubes in low concentrations into
photo-active polymers, such as PPV, have been shown to provide a means to
alter the hole transport mechanism and hence the optical properties of the
polymer. Small loadings of nanotubes are used in these polymer systems to
tune the color of emission when used in organic light emitting devices [101].
The interesting optical properties of nanotube-based composite systems arise
from the low dimensionality and unique electronic band structure of nan-
otubes; such applications cannot be realized using larger micron-size carbon
�bers (see Fig. 11).

There are other less-explored areas where nanotube-polymer composites
could be useful. For example, nanotube �lled polymers could be useful in
electromagnetic induction (EMI) shielding applications where carbon �bers
have been used extensively [17]. Membranes for molecular separations (es-
pecially biomolecules) could be built from nanotube-polycarbonate systems,
making use of the remarkable small pores sizes that exist in nanotubes. Very
recently, work done at RPI suggests that composites made from nanotubes
(MWNTs) and a biodegradable polymer (polylactic acid; PLA) act more
e�ciently than carbon �bers for osteointegration (growth of bone cells), es-
pecially under electrical stimulation of the composite.
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Fig. 11. Results from the optical response of nanotube-doped polymers and their
use in organic light emitting diodes (OLED) . The construction of the OLED is
shown in the schematic of (top). The bottom �gure shows emission from OLED
structures. Nanotube doping tunes the emission color. With SWNTs in the bu�er
layer, holes are blocked and recombination takes place in the transport layer and
the emission color is red [101]. Without nanotubes present in the bu�er layer, the
emission color is green (not shown in the �gure). (Figures are Courtesy of Prof.
David Carroll)

There are challenges to be overcome when processing nanotube compos-
ites. One of the biggest problems is dispersion. It is extremely di�cult to
separate individual nanotubes during mixing with polymers or ceramic ma-
terials and this creates poor dispersion and clumping together of nanotubes,
resulting in a drastic decrease in the strength of composites. By using high
power ultrasound mixers and using surfactants with nanotubes during pro-
cessing, good nanotube dispersion may be achieved, although the strengths
of nanotube composites reported to date have not seen any drastic improve-
ments over high modulus carbon �ber composites. Another problem is the
di�culty in fabricating high weight fraction nanotube composites, considering
the high surface area for nanotubes which results in a very high viscosity for
nanotube-polymer mixtures. Notwithstanding all these drawbacks, it needs
to be said that the presence of nanotubes sti�ens the matrix (the role is
especially crucial at higher temperatures) and could be very useful as a ma-
trix modi�er [102], particularly for fabricating improved matrices useful for
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carbon �ber composites. The real role of nanotubes as an e�cient reinforc-
ing �ber will have to wait until we know how to manipulate the nanotube
surfaces chemically to make strong interfaces between individual nanotubes
(which are really the strongest material ever made) and the matrix materials.
In the meanwhile, novel and unconventional uses of nanotubes will have to
take the center stage.

5 Nanoprobes and Sensors

Fig. 12. Use of a MWNT as an AFM tip (after Endo [103]). At the center of the
vapor grown carbon �ber (VGCF) is a MWNT which forms the tip [18]. The VGCF
provides a convenient and robust technique for mounting the MWNT probe for use
in a scanning probe instrument

The small and uniform dimensions of the nanotubes produce some inter-
esting applications. With extremely small sizes, high conductivity, high me-
chanical strength and exibility (ability to easily bend elastically), nanotubes
may ultimately become indispensable in their use as nanoprobes. One could
think of such probes as being used in a variety of applications, such as high
resolution imaging, nano-lithography, nanoelectrodes, drug delivery, sensors
and �eld emitters. The possibility of nanotube-based �eld emitting devices
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has been already discussed (see x2). Use of a single MWNT attached to the
end of a scanning probe microscope tip for imaging has already been demon-
strated (see Fig. 12) [104]. Since MWNT tips are conducting, they can be
used in STM, AFM instruments as well as other scanning probe instruments,
such as an electrostatic force microscope. The advantage of the nanotube tip
is its slenderness and the possibility to image features (such as very small,
deep surface cracks), which are almost impossible to probe using the larger,
blunter etched Si or metal tips. Biological molecules, such as DNA can also be
imaged with higher resolution using nanotube tips, compared to conventional
STM tips. MWNT and SWNT tips were used in a tapping mode to image
biological molecules such as amyloid-b-proto�brils (related to Alzheimer's
disease), with resolution never achieved before [105]. In addition, due to the
high elasticity of the nanotubes, the tips do not su�er from crashes on contact
with the substrates. Any impact will cause buckling of the nanotube, which
generally is reversible on retraction of the tip from the substrate. Attaching
individual nanotubes to the conventional tips of scanning probe microscopes
has been the real challenge. Bundles of nanotubes are typically pasted on
to AFM tips and the ends are cleaved to expose individual nanotubes (see
Fig. 12 and also [27]). These tip attachments are not very controllable and
will result in vibration problems and in instabilities during imaging, which
decrease the image resolution. However, successful attempts have been made
to grow individual nanotubes onto Si tips using CVD [106], in which case
the nanotubes are �rmly anchored to the probe tips. Due to the longitudi-
nal (high aspect) design of nanotubes, nanotube vibration still will remain
an issue, unless short segments of nanotubes can be controllably grown (see
Fig. reff-tip).

In addition to the use of nanotube tips for high resolution imaging, it is
also possible to use nanotubes as active tools for surface manipulation. It
has been shown that if a pair of nanotubes can be positioned appropriately
on an AFM tip, they can be controlled like tweezers to pick up and release
nanoscale structures on surfaces; the dual nanotube tip acts as a perfect
nano-manipulator in this case [107]. It is also possible to use nanotube tips
in AFM nano-lithography. Ten nanometer lines have been written on oxidized
silicon substrates using nanotube tips at relatively high speeds [108], a feat
that can only be achieved with tips as small as nanotubes.

Since nanotube tips can be selectively modi�ed chemically through the at-
tachment of functional groups [109], nanotubes can also be used as molecular
probes, with potential applications in chemistry and biology. Open nanotubes
with the attachment of acidic functionalities have been used for chemical and
biological discrimination on surfaces [110]. Functionalized nanotubes were
used as AFM tips to perform local chemistry, to measure binding forces be-
tween protein-ligand pairs and for imaging chemically patterned substrates.
These experiments open up a whole range of applications, for example, as
probes for drug delivery, molecular recognition, chemically sensitive imaging,
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and local chemical patterning, based on nanotube tips that can be chemically
modi�ed in a variety of ways. The chemical functionalization of nanotubes
is a major issue with far-reaching implications. The possibility to manipu-
late, chemically modify and perhaps polymerize nanotubes in solution will
set the stage for nanotube-based molecular engineering and many new nano-
technological applications.

Electromechanical actuators have been constructed using sheets of SWNTs.
It was shown that small voltages (a few volts), applied to strips of laminated
(with a polymer) nanotube sheets suspended in an electrolyte, bends the
sheet to large strains, mimicking the actuator mechanism present in natu-
ral muscles [111]. The nanotube actuators would be superior to conducting
polymer-based devices, since in the former no ion intercalation (which lim-
its actuator life) is required. This interesting behavior of nanotube sheets
in response to an applied voltage suggests several applications, including
nanotube-based micro-cantilevers for medical catheter applications and as
novel substitutes, especially at higher temperatures, for ferroelectrics.

Recent research has also shown that nanotubes can be used as advanced
miniaturized chemical sensors [112]. The electrical resistivities of SWNTs
were found to change sensitively on exposure to gaseous ambients containing
molecules of NO2, NH3 and O2. By monitoring the change in the conduc-
tance of nanotubes, the presence of gases could be precisely monitored. It
was seen that the response times of nanotube sensors are at least an order
of magnitude faster (a few seconds for a resistance change of one order of
magnitude) than those based on presently available solid-state (metal-oxide
and polymers) sensors. In addition, the small dimensions and high surface
area o�er special advantages for nanotube sensors, which could be operated
at room temperature or at higher temperatures for sensing applications.

6 Templates

Since nanotubes have relatively straight and narrow channels in their cores,
it was speculated from the beginning that it might be possible to �ll these
cavities with foreign materials to fabricate one-dimensional nanowires. Early
calculations suggested that strong capillary forces exist in nanotubes, strong
enough to hold gases and uids inside them [113]. The �rst experimental
proof was demonstrated in 1993, by the �lling and solidi�cation of molten
lead inside the channels of MWNTs [14]. Wires as small as 1.2 nm in diameter
were fabricated by this method inside nanotubes. A large body of work now
exists in the literature [14{16], to site a few examples, concerning the �lling of
nanotubes with metallic and ceramic materials. Thus, nanotubes have been
used as templates to create nanowires of various compositions and structures
(see Fig. 13).

The critical issue in the �lling of nanotubes is the wetting characteristics
of nanotubes, which seem to be quite di�erent from that of planar graphite,
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Fig. 13. Results that shows the use of nanotubes as templates. The left hand �gure
is a schematic that shows the �lling of the empty one-dimensional hollow core of
nanotubes with foreign substances. (a) Shows a high resolution TEM image of a
tube tip that has been attacked by oxidation; the preferential attack begins at
locations where pentagonal defects were originally present (arrows) and serves to
open the tube. (b) TEM image that shows a MWNT that has been completely
opened by oxidation. (c) TEM image of a MWNT with its cavity �lled uniformly
with lead oxide. The �lling was achieved by capillarity [15]
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because of the curvature of the tubes. Wetting of low melting alloys and sol-
vents occurs quite readily in the internal high curvature pores of MWNTs
and SWNTs. In the latter, since the pore sizes are very small, �lling is more
di�cult and can be done only for a selected few compounds. It is intriguing
that one could create one-dimensional nanostructures by utilizing the inter-
nal one-dimensional cavities of nanotubes. Liquids such as organic solvents
wet nanotubes easily and it has been proposed that interesting chemical reac-
tions could be performed inside nanotube cavities [16]. A whole range of ex-
periments remains to be performed inside these constrained one-dimensional
spaces, which are accessible once the nanotubes can be opened.

The topology of closed nanotubes provides a fascinating avenue to open
them through the simple chemical method of oxidation [114]. As in fullerenes,
the pentagonal defects that are concentrated at the tips are more reactive
than the hexagonal lattice of the cylindrical parts of the nanotubes. Hence,
during oxidation, the caps are removed prior to any damage occurring to the
tube body, thus easily creating open nanotubes. The opening of nanotubes
by oxidation can be achieved by heating nanotubes in air (above 600�C) or
in oxidizing solutions (e.g., acids). It is noted here that nanotubes are more
stable to oxidation than graphite, as observed in thermal gravimetric analysis
(TGA) experiments, because the edge planes of graphite where reaction can
initiate are conspicuous by their absence in nanotubes.

After the �rst set of experiments, reporting the opening and �lling of
nanotubes in air, simple chemical methods, based on the opening and �lling
nanotubes in solution, were discovered to develop generalized solution-based
strategies to �ll nanotubes with a range of materials [15]. In these methods an
acid is �rst used to open the nanotube tip and to act as a low surface tension
carrier for solutes (metal-containing salts) to �ll the nanotube hollows. Cal-
cination of solvent-treated nanotubes leaves deposits of oxide material (e.g.,
NiO) inside nanotube cavities. The oxides can then be reduced to metals by
annealing in reducing atmospheres. Observation of solidi�cation inside the
one-dimensional channels of nanotubes provides a fascinating study of phase
stabilization under geometrical constraints. It is experimentally found that
when the channel size gets smaller than a certain critical diameter, solidi�ca-
tion results in new and oftentimes disordered phases (e.g., V2O5) [115]. Crys-
talline bulk phases are formed in larger cavities. Numerous modeling studies
are under way to understand the solidi�cation behavior of materials inside
nanotubes and the physical properties of these unique, �lled nano-composite
materials.

Filled nanotubes can also be synthesized in situ, during the growth of
nanotubes in an electric arc or by laser ablation. During the electric arc for-
mation of carbon species, encapsulated nanotubular structures are created in
abundance. This technique generally produces encapsulated nanotubes with
carbide nanowires (e.g., transition metal carbides) inside [116,117]. Laser ab-
lation also produces heterostructures containing carbon and metallic species.
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Multi-element nanotube structures consisting of multiple phases (e.g., coaxial
nanotube structures containing SiC, SiO, BN and C) have been successfully
synthesized by reactive laser ablation [118]. Similarly, post-fabrication treat-
ments can also be used to create heterojunctions between nanotubes and
semiconducting carbides [119,120]. It is hoped that these hybrid nanotube-
based structures, which are combinations of metallic, semiconducting and
insulating nanostructures, will be useful in future nanoscale electronic device
applications.

Nanocomposite structures based on carbon nanotubes can also be built
by coating nanotubes uniformly with organic or inorganic structures. These
unique composites are expected to have interesting mechanical and electrical
properties due to a combination of dimensional e�ects and interface proper-
ties. Finely-coated nanotubes with monolayers of layered oxides have been
made and characterized (e.g., vanadium pentoxide �lms) [115]. The interface
formed between nanotubes and the layered oxide is atomically at due to
the absence of covalent bonds across the interface. It has been demonstrated
that after the coating is made, the nanotubes can be removed by oxidation
leaving behind freely-standing nanotubes made of oxides, with nanoscale wall
thickness. These novel ceramic tubules, made using nanotubes as templates,
could have interesting applications in catalysis. Recently, researchers have
also found that nanotubes can be used as templates for the self-assembly
of protein molecules [121]. Dipping MWNTs in a solution containing pro-
teins, results in monolayers of proteins covering nanotubes; what is inter-
esting is that the organization of the protein molecules on nanotubes cor-
responds directly to the helicity of the nanotubes. It seems that nanotubes
with controlled helicities could be used as unique probes for molecular recog-
nition, based on the helicity and dimensions, which are recognized by organic
molecules of comparable length scales.

There are other ways in which pristine nanotubes can be modi�ed into
composite structures. Chemical functionalization can be used to build macro-
molecular structures from fullerenes and nanotubes. The attachment of or-
ganic functional groups on the surface of nanotubes has been achieved, and
with the recent success in breaking up SWNTs into shorter fragments, the
possibility of functionalizing and building structures through chemistry has
become a reality. Decoration of nanotubes with metal particles has been
achieved for di�erent purposes, most importantly for use in heterogeneous
catalysis [55]. SWNT bundles have been doped with alkali metals, and with
the halogens Br2 and I2, resulting in an order of magnitude increase in elec-
trical conductivity [122]. In some cases, it is observed that the dopants form a
linear chain and sit in the one-dimensional interstitial channels of the bundles.
Similarly, Li intercalation inside nanotubes has been successfully carried out
with possible impact on battery applications, which has already been dis-
cussed in a previous section. The intercalation and doping studies suggest
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that nanotube systems provide an e�ective host lattice for the creation of a
range of carbon-based synthetic metallic structures.

The conversion of nanotubes through vapor chemistry can create unique
nanocomposites with nanotubes as a backbone. When volatile gases such as
halogenated compounds or SiOx are then reacted with nanotubes, the tubes
get converted into carbide nano-rods of similar dimensions [123]. These reac-
tions can be controlled, such that the outer nanotube layers can be converted
to carbides, keeping the inner graphite layer structure intact. The carbide
rods so produced (e.g., SiC, NbC) should have a wide range of interesting
electrical and mechanical properties, which could be exploited for applica-
tions as reinforcements and nanoscale electrical devices [124].

7 Challenges and Potential for Carbon Nanotube

Applications

Carbon nanotubes have come a long way since their discovery in 1991. The
structures that were �rst reported in 1991 were MWNTs with a range of
diameters and lengths. These were essentially the distant relatives of the
highly defective carbon nano�bers grown via catalytic chemical vapor depo-
sition. The latter types of �bers (e.g., the lower quality carbon nano�bers
made commercially by the Hyperion Corporation and more perfect nanotube
structures revealed by Morinobu Endo in his 1975 Ph.D. thesis [125]) had
existed for more than a decade. The real molecular nanotubes arrived when
they were found accidentally while a catalyst (Fe, Co) material was inserted
in the anode during electric arc discharge synthesis. For the �rst time, there
was hope that molecular �bers based purely on carbon could be synthesized
and the excitement was tremendous, since many physical properties of such
a �ber had already been predicted by theory. It was really the theoretical
work proposed on SWNTs and the availability of nanoscale technology (in
characterization and measurements) that made the �eld take o� in 1991.

The greatness of a single-walled nanotube is that it is a macro-molecule
and a crystal at the same time. The dimensions correspond to extensions
of fullerene molecules and the structure can be reduced to a unit cell pic-
ture, as in the case of perfect crystals. A new predictable (in terms of atomic
structure-property relations) carbon �ber was born. The last decade of re-
search has shown that indeed the physical properties of nanotubes are remark-
able, as elaborated in the various chapters of this book. A carbon nanotube is
an extremely versatile material: it is one of the strongest materials, yet highly
elastic, highly conducting, small in size, but stable, and quite robust in most
chemically harsh environments. It is hard to think of another material that
can compete with nanotubes in versatility.

As a novel material, fullerenes failed to make much of an impact in ap-
plications. It seems, from the progress made in recent research, that the
story of nanotubes is going to be very di�erent. There are already real prod-
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ucts based on nanotubes on the market, for example, the nanotube attached
AFM tips used in metrology. The United States, Europe and Japan have all
invested heavily in developing nanotube applications. Nanotube{based elec-
tronics tops this list and it is comforting that the concepts of devices (such
as room temperature �eld e�ect transistors based on individual nanotubes)
have already been successfully demonstrated. As in the case of most prod-
ucts, especially in high technology areas, such as nano-electronics, the time
lag between concept demonstration and real products could be several years
to decades and one will have to wait and see how long it is going to take
nanotube electronics to pervade high technology. Other more obvious and di-
rect applications are some of the bulk uses, such as nanotube-based polymer
composites and electrochemical devices. These, although very viable appli-
cations, face challenges, as detailed in this chapter. What is also interesting
is that new and novel applications are emerging, as for example, nanotubes
a�ecting the transport of carriers and hence luminescence in polymer-based
organic light emitting diodes, and nanotubes used as actuators in arti�cial
muscles. It can very well be said that some of these newly found uses will
have a positive impact on the early stages of nanotube product development.

There are also general challenges that face the development of nanotubes
into functional devices and structures. First of all, the growth mechanism of
nanotubes, similar to that of fullerenes, has remained a mystery [126]. With
this handicap, it is not really possible yet to controllably grow these structures
in a controlled way. There have been some successes in growing nanotubes of
certain diameter (and to a lesser extent, of predetermined helicity) by tuning
the growth conditions by trial and error. Especially for electronic applica-
tions, which rely on the electronic structure of nanotubes, this inability to
select the size and helicity of nanotubes during growth remains a drawback.
More so, many predictions of device applicability are based on joining nan-
otubes via the incorporation of topological defects in their lattices. There
is no controllable way, as of yet, of making connections between nanotubes.
Some recent reports, however, suggest the possibility of constructing these
interconnected structures by electron irradiation and by template mediated
growth.

For bulk applications, such as �llers in composites, where the atomic
structure (helicity) has a much smaller impact on the resulting properties,
the quantities of nanotubes that can be manufactured still falls far short of
what industry would need. There are no available techniques that can pro-
duce nanotubes of reasonable purity and quality in kilogram quantities. The
industry would need tonnage quantities of nanotubes for such applications.
The market price of nanotubes is also too high presently (�$200per gram) for
any realistic commercial application. But it should be noted that the start-
ing prices for carbon �bers and fullerenes were also prohibitively high during
their initial stages of development, but have come down signi�cantly in time.
In the last 2{3 years, there have been several companies that were set up in
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the US to produce and market nanotubes. It is hoped that in the next few
years nanotubes will be available to consumers for less than US $100/pound.

Another challenge is in the manipulation of nanotubes. Nano-technology
is in its infancy and the revolution that is unfolding in this �eld relies
strongly on the ability to manipulate structures at the atomic scale. Some
recent reports, however, suggest the possibility of constructing these inter-
connected structures by electron irradiation, template mediated growth and
nano-manipulation (e.g., use of an AFM tip to push nanotubes placed on a
substrate). This will remain a major challenge in this �eld, among several
others.

8 Conclusions

This chapter has described several possible applications of carbon nanotubes,
with emphasis on materials science-based applications. Hints are made to the
electronic applications of nanotubes which are discussed elsewhere [9]. The
overwhelming message we would like to convey through this chapter is that
the unique structure, topology and dimensions of carbon nanotubes have
created a superb all-carbon material, which can be considered as the most
perfect �ber that has ever been fabricated. The remarkable physical proper-
ties of nanotubes create a host of application possibilities, some derived as an
extension of traditional carbon �ber applications, but many are new possi-
bilities, based on the novel electronic and mechanical behavior of nanotubes.
It needs to be said that the excitement in this �eld arises due to the versa-
tility of this material and the possibility to predict properties based on its
well-de�ned perfect crystal lattice. Nanotubes truly bridge the gap between
the molecular realm and the macro-world, and are destined to be a star in
future technology.
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{ liquid metals, 341
�nite size, 177, 178, 187, 195, 201
�nite size e�ects, 189, 194
at panel display, 409
at-panel screen, 252
exural rigidity, 310, 313, 326
force constants, 14
force spectroscopy, 207, 208, 210
force titrations, 208, 209
forward scattering, 171
four-terminal resistance, 173, 174
Fourier transform infrared (FTIR), 416
Fowler{Nordheim
{ behavior, 407
{ equation, 379, 405
{ model, 380, 382
{ plot, 406
fracture, 294, 297, 314, 315, 318, 319,
324, 329, 418

friction signal, 207
fuel cells, 411
fullerene-like caps, 3, 5, 7
fullerenes, 293, 294, 308
fullerenes
{ discovery, 3, 14
{ isolated pentagon rule, 3, 7
functionalization, 429
functionalized tips, 207
furnace temperature, 230

gas discharge tube (GDT)
{ nanotube-based, 411
{ nonlinear shunt, 411
{ protectors, 411
GaSe nanotubes, 104
gate, 154{159, 165

gate voltage, 123
Gaussian potential, 145
glide, 315{320
grain boundaries, 296
graphene, 4, 6, 12, 178, 179, 190, 280
graphite, 85, 88, 96, 99, 101, 103,
255{259, 264, 266, 269, 270, 276, 281,
288

graphite
{ sp2 bond, 17, 101
{ arcing, 96
{ crystalline 3D, 12
{ honeycomb lattice, 12
{ kish, 17
{ resistivity, 347
{ single-crystal, 347
graphite intercalation compound
(GIC), 274, 275

graphitic, 31, 33, 36, 39
greatest common divisor
{ dR, 6, 221
growth, 55
growth
{ catalytic growth, 68
{ close-ended mechanism, 58
{ lip-lip interaction model, 64
{ open-ended mechanism, 59
{ root growth, 75
{ ropes growth, 74
growth methods, 29, 30, 34, 46, 51

hairpins, 207
helicity, 120, 127, 135, 177{180, 182,
183, 185, 187, 194, 210, 270, 315,
317, 329

heterojunction, 164, 319
heterojunctions
{ semiconductor, 127, 129
hexagons/unit cell
{ N , 220
HfB2, 96
high-resolution, 201{203, 205, 208, 211
highly ordered pyrolytic graphite
(HOPG), 22

highly oriented pyrolytic graphite, 22
highly oriented pyrolytic graphite
(HOPG), 17

history
{ carbon �bers, 3
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{ carbon nanotubes, 2{4
{ fullerenes, 8
{ nanotubes, 23
hollow core, 19, 20, 26, 340
HOMO-LUMO gap, 192
honeycomb lattice, 4{6, 181
honeycomb lattice
{ unit vectors, 4
{ unit vectors, 5
Hookean, 300
HOPG, 15, 17
hybridization e�ect, 246
hydrocarbons, 33, 37, 39
hydrogen storage, 404, 415, 416
hydrophobic, 328
hydrophobic functional groups, 209
hydrophobic functionality, 209
hydroxyl groups, 208

Iijima, 24
impurities, 134, 375, 378
impurities
{ boron, 135, 136, 138
{ magnetic, 379
{ substitutional, 134
in-plane sti�ness, 310
in-plane stretching, 306, 310
indium-tin-oxide (ITO)
{ stripes, 409
inelastic collisions, 169
inelastic relaxation, 293, 294
infrared spectra, 21
innermost nanotube, 245
inorganic
{ fullerene, 84, 85
{ nanotube, 84, 85
inorganic fullerene, 109, 113
inorganic nanotube, 85, 108, 110, 112
inter-layer interaction, 243
inter-tube transport, 154, 173, 174
intercalated nanotubes, 274
intercalation, 113, 413
intercalation
{ bundles of SWNTS, 275
{ graphite, 260
{ K, 274
{ nanotubes, 251
{ SWNTS, 275
{ SWNTs, 260, 274

intercalation
{ Li, 93
{ Na, 100
interface bonding, 420
interlayer
{ force, 25
{ separation, 15, 16
{ spacing in MWNTs, 338
intermolecular adhesion, 207
interstitial channels, 429
intramolecular junctions, 164, 165
ion bombardment, 173
IPES, 254
iron, 33, 34, 39{41, 44
iron chloride, 44
iron oxide, 40, 204
iron pentacarbonyl, 39

Josephson supercurrents, 159
junction
{ metal-metal, 118, 127, 130{132, 143,
148

{ metal-semiconductor, 118, 127{130,
132, 148

{ semiconductor-semiconductor, 143
junctions, 117, 118, 120, 127{129, 148
junctions
{ conductance, 143
{ crossed, 143, 144
{ crossed-tube, 141
{ metal-metal, 127, 149
{ metal-semiconductor, 149
{ semiconductor-metal, 128

K point, 179, 180
Keating force model, 305
kink, 161, 162, 164, 186
kinked nanotube, 132, 134, 138
kinked nanotube
{ junctions, 148
{ I-V, 132
kinks, 297, 300, 301, 303, 308
Kondo, 171
Kramers-Kronig analysis, 255, 259

laminated structure, 297
Landauer formalism, 130
laser ablation, 30, 31, 33, 34, 40
laser vaporization method, 230
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lateral resolution, 208
lateral stresses, 196
lattice constant, 15
LDOS, 182, 188, 189
ligand-receptor, 210
light emission, 379
Lindhardt formula, 269
linear dispersion, 220
lip-lip interaction, 98
lipid bilayers, 209
lithium battery, 413
local stress, 319
localization, 154, 166, 167, 172
localization length, 172
localization temperature, 172
loop test, 297
Lorenz limit, 311
loss function, 255, 259, 260, 267, 273,
274

Luttinger liquid, 153, 154, 160, 162,
166, 170, 171, 262, 342, 366, 369,
372, 375

Luttinger parameter g, 160, 161

magnetic �eld, 159, 167{172
magnetic moments, 171
magneto-resistance, 154, 167
magneto-transport, 172
magnetoresistance, 351, 352, 362, 363,
365, 366

manipulation, 177, 178, 196, 197, 200,
294, 297, 324{326, 328

materials properties, 386
matrix-embedded carbon nanotube,
303

MD simulations, 308, 309, 311, 319, 321
mean free path, 134, 144, 148, 149, 163,
168, 172

mechanical deformation, 29, 48, 49,
131, 294, 325

mechanical properties, 127, 385, 387
mechanical properties
{ disorder e�ect, 388
mechanical stress, 131
mechanical stress
{ axial, 392
{ compressive, 20
{ MWNTs, 386
mechanics, 294, 308, 325, 326

mesopore volume, 35, 37
mesoscopic, 153, 154, 156
metal hydrides, 415
metal-metal junctions, 164, 165
metal-nanotube contacts, 167
metal-semiconductor junctions, 164,
165

metal-support interactions, 36, 38, 39,
43

metallic, 179, 181, 183{186, 188{191,
193, 194, 211

metallic band structure, 190
metallic behavior, 177, 194, 210
metallic nanotubes, 154{158, 163
metallic ropes, 161
metallic window, 236
metallic wires, 340
methane, 35{38, 40, 44, 45
methane CVD, 35{38, 43{45
micro-cracks, 301
microelectrodes, 412
micromanipulators, 202
modulus
{ carbon �bers, 19
molecular mechanics, 323, 324, 329
molecular probes, 425
momentum conservation, 174
momentum relaxation, 169
monoatomic chains, 314
MoS2, 84, 106, 198
MoS2 inorganic nanotube, 88
MoS2 nanotube, 105
multi-wall nanotubes, 168, 170
multi-walled carbon nanotubes, 243
multiwall carbon nanotubes, 3, 8
multiwalled tubes, 300, 304

nanocomposite, 429
nano�bers, 20
nano�bers
{ vapor grown, 23
nanoribbons, 301
nanorods, 302
nanorope, 306
nanoswitch, 131
nanotube
{ chiral angle, 6
{ chirality, 6
{ curvature, 12, 14
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{ diameter, 6
{ production, 334{336, 339, 390
{ puri�cation, 334{337, 376{379
{ zigzag, 104, 108
nanotube devices, 177, 178
nanotube hollows, 428
nanotube indices
{ (n;m), 218
nanotube rings, 325, 328
nanotube ropes, 167, 171, 173
nanotube tip, 73
nanotube-nanotube interactions, 322
nanotube-substrate interactions, 322
nanotubes
{ excited states, 267
{ intercalated SWNTs, 274
{ metallic, 14
{ semiconducting, 14
{ unoccupied states, 267
negative MR, 168
Nernstian behavior, 412
nickel, 31, 33, 34, 40
nitrogen, 136
nuclear magnetic resonance (NMR)
{ proton, 417
nucleation, 55, 296, 303, 315{317, 320,
321, 328, 329

Nyquist noise, 365

one-dimensional band structure, 177,
178, 188

one-dimensionality, 2{4
onion morphology, 18, 83, 95, 97, 113,
335, 337, 344

optical, 105
optical
{ properties, 111
{ device, 108
{ measurements, 85
{ properties, 105
{ transitions, 108
{ tuning, 104, 108
optical absorption, 231
optical absorption spectroscopy, 269,
270

optical density, 236
optical phonons, 154, 160, 163
organic amines, 209

organic light emitting diodes (OLED),
423

over-voltage protection, 411
oxide spinels, 38

p-type, 156, 165
particle-in-a-box, 158
Peach-Koehler force, 316
penetration depth, 174
pentagon-heptagon
{7 pair, 79
pentagon-heptagon defect, 161
pentagon-heptagon pair, 315, 316
pentagons and heptagons, 96
perturbations, 145
perturbations
{ asymmetric, 141
{ external, 117, 144
{ long range, 139, 145, 149
PES, 257, 258, 262, 264, 266
phase coherence length, 159
phase diagram, 13, 14, 24, 84, 87, 88,
100

phase lag, 209
phase lag signal, 207
phase shifts, 135{138
phase velocity, 229
phonon
{ K point, 230
{ dispersion, 109
{ twist mode, 291
{ zone-boundary, 110
phonon dispersion
{ SWNTs, 284
phonon dispersion of MWNTs, 284
phonon dispersion relations, 228
phonon modes
{ acoustic, 280, 282
{ twist mode, 282
phonon scattering, 162
phonon scattering length, 291
phonon states, 109
phonon thermal conductivity, 288
phonon velocity, 282
phonons, 163, 298
phonons
{ heat capacity, 125
{ twistons, 125
phonons
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{ subbands, 281

{ zone-folding, 281
photo thermal deection spectrum, 232
photo-thermal deection spectrum
(PDS), 232

photoelectron spectroscopy (PES), 253
photoemission, 170

photoemission spectroscopy (PES)
{ angle resolved (ARPES), 256
{ angle resolved inverse (ARIPES), 256

{ data, 262
{ fullerenes, 266

{ graphite, 256
{ nanotubes, 262
photoemission spectrum

{ graphite, 256
{ MWNTs, 256
plasma assisted CVD, 40

plasma breakdown, 411
plasmon, 233, 255, 259, 267, 269, 270,
273, 274

plasmon
{ �-plasmon, 274
{ �+� plasmon, 260

{ �-plasmon, 259, 262, 267, 269, 270,
272, 273, 275, 276

{ � + �, 262

{ � + �-plasmon, 267, 270, 273, 276
{ energy, 260
{ free electron, 261

{ MWNT, 273
plasmon excitation spectrum, 267

plastic yield, 296
point defects, 296
Poisson ratio, 300, 306

polarizability
{ static, 123, 126
{ tensor, 124

{ unscreened, 124
polyacrylonitrile, 22
polyacrylonitrile (PAN)

{ �ber, 22
polyhedra, 84
polyhedron, 31

polymer composite, 420
porous silicon, 40{43

potassium, 274, 276
potential uctuations, 156

potential well, 167
power-law, 154, 160, 161, 165
PPV, 422
precursor, 39, 44
proteins, 204, 206, 210
proximity e�ect, 159, 160
pseudo-spin, 146
pseudogap, 325
pseudopotential, 121, 134
puri�cation, 231

quantum size e�ect, 105
quantum conductance, 130, 350{353,
357, 360, 361

quantum con�nement, 14
quantum con�nement
{ Coulomb blockade, 123
quantum dots, 144, 147, 158, 165, 166,
193, 194, 200

quantum size e�ect, 86, 105, 107
quantum size e�ects, 190, 191
quantum wire
{ metallic tubes, 123

radial, 195
radial breathing mode, 21
radial breathing mode (RBM), 217,
229, 231, 233, 236{238, 240, 242{247

radial breathing mode (RBM)
{ frequency, 230, 245
{ Raman intensity, 236
{ Raman spectra, 243
{ spectra, 236
radial con�nement, 178
radial deformations, 308, 324
radiation dose, 390
radius of curvature, 323
Raman spectra, 109
Raman intensity
{ ~IS1540(d0), 239
Raman peak
{ D-band, 230
Raman spectra, 21, 26
Raman spectra
{ G-band, 236
rectifying behavior, 164, 165
rehybridization, 301
rehybridization
{ �-�, 122
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relaxation, 294, 315, 317{319, 329
resilience, 293, 300, 301, 328
resolution, 177, 178, 181, 201{211
Resonance Raman, 110
resonance Raman e�ect, 235
resonant inelastic x-ray scattering
(RIXS)

{ SWNTs, 264, 265
resonant tunneling, 154, 158, 190, 191
rhombohedral phase, 15
ribbons, 300, 325
rings, 154, 165, 168, 169, 171, 172
ripples, 300, 312
RIXS, 254
rolling, 197
rope, 15, 266, 269, 270, 276, 416, 421
rope
{ (10,10) nanotubes, 139
{ diameter, 389
{ lattice, 274
{ MWNT, 343, 354
{ SWNT, 354, 386, 389, 393, 404, 417,
420

ropes, 7, 8

sample preparation, 231
saturation current, 163
scanning probe, 91, 101, 195
scanning probe
{ microscopy, 112
{ tips, 86
scanning probe microscope tip, 425
scanning probe microscopy, 177, 178,
210

scanning probe-microscopy, 195
scanning tunneling microscope, 93
scanning tunneling microscopy, 177,
178, 180, 194

scanning tunneling microscopy (STM),
4

scanning tunneling spectroscopy, 225
scanning tunneling spectroscopy (STS),
350

scattering, 154, 167
scattering mechanism, 154, 160, 163
Schottky
{ barrier, 148
{ barriers, 127, 144
{ behavior, 149

{ diode, 143

Schottky barrier, 164, 165
screening, 159, 165

scroll, 17, 18, 338, 339
selection rule, 223
self-aligned, 42

self-alignment, 40
self-assemble, 40

self-assembly, 30
self-organization, 294, 325
self-orientation, 41

self-oriented, 41, 42
semiconducting, 179, 180, 182{186, 188,
191, 193, 194, 199, 210, 211

semiconducting behavior, 177, 194
semiconducting nanotube, 154

semiconducting nanotubes, 154, 156,
157

semiconductor-semiconductor junc-
tions, 164, 165

sessile, 297

shape memory, 312
shear, 297, 299, 304, 315{317, 319, 325
shear forces, 187

shell-�lling, 159
Si

{ whiskers, 22
SiC, 302
silicon pillars, 43, 45

silicon tips, 203, 204
single electron device, 199

single-electron, 153, 154, 158
single-electron tunneling, 193, 358
SiO2, 95

sliding, 197
slip, 315{318

sol-gel, 35, 37
solid lubricant, 111, 112
solution sample, 231

space group, 16
speci�c heat, 280, 283

speci�c heat
{ electronic, 281
{ graphite, 281, 285

{ SWNTs, 285
speci�c heat of MWNTs, 287

spectroscopy, 177, 178, 180, 182,
184{187, 189, 192, 194, 210
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spin, 159, 160, 166, 171

spin
{ di�usion length, 375

{ relaxation time
{ { Elliott theory, 373
{ susceptibility, 377

{ susceptibility
{ { Pauli, 377

spin states, 156
spin susceptibility, 379
spin-orbit scattering, 171

splitting of the DOS peaks, 225
spray method, 231

stacking-faults, 296
staircase, 193
stick-slip, 197

STM, 178, 180{182, 184{187, 189{192,
194, 210, 211, 269

STM

{ image, 123, 126
STM spectroscopy, 188

STM tip, 187, 383
STM voltage, 190
Stokes, 239

Stone{Wales defect, 134, 137, 138, 403,
418

Stone{Wales defects, 118
Stone-Wales, 315{317, 320, 321
strain, 168, 195, 295, 296, 302{304,
306{308, 310{318, 320{328

strain energy, 122, 195, 196, 302, 309

strained con�gurations, 196, 324
strength
{ carbon �bers, 19, 22

stress-induced fragmentation, 303
strong localization, 172, 359, 360

structural biology, 206
structural defects, 186
STS, 123, 225, 266, 269

STS spectra, 186
subband, 286

subbands, 153, 156, 158
substrate, 142, 299, 300, 302, 313, 322,
324, 325

substrate
{ attraction, 142
{ contact force, 149

superconductivity, 154, 157, 159

supercritical drying, 37
supercurrents, 160
surface area, 36, 37
surface sensitive, 252
SWNT
{ diameter, 218
SWNT �lms, 408
sword-in-sheath failure, 19, 20
symmetry, 5, 124, 131, 148
symmetry
{ axis, 127
{ breaking, 131
{ broken, 139{141
{ group, 6
{ mirror, 140
{ rotation, 6
{ rotational, 131
{ Stone{Wales, 137
{ symmetry vector, 6
{ vector, 7
synthesis
{ chemical vapor phase deposition, 8
{ arc method, 8
{ laser vaporization method, 7, 8

tangential mode, 237
tapping mode, 199, 200, 207, 209
telecom, 411
temperature-programmed desorption
(TPD)

{ SWNTs, 416
tensile load, 294, 303, 313, 319
tensile modulus, 299
tensile strain, 303, 321
tensile strength, 19, 296, 308, 313, 417,
418

tensile strengths, 211
thermal conductivity, 291
thermal conductivity
{ MWNTs, 289
{ SWNTs, 290
{ carbon-based materials, 288
{ graphite, 24
{ pitch �bers, 19
thermal gravimetric analysis, 428
thermal vibrations, 297, 311
thermopower, 171
three peaks, 231
three-terminal device, 155
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threshold �elds, 406

tight binding molecular dynamics, 228
tight-binding, 183{186, 188, 189, 194,
211

tight-binding model, 131, 256, 269, 272

time reversal symmetry, 225
time-reversal invarience, 169

TiO2, 84, 95
tip growth mode, 34

tip oscillations, 298
tip radius, 205, 381

topological defects, 118
torsion, 300, 302, 312, 313

transconductance, 48
transfer energy

{ 0, 256, 257, 269
{ 0, 266

{ 0, 219, 256, 262, 272
transistor, 252

translation vector, 4, 7
translational vector

{ T, 220
transmission electron microscope
(TEM), 2, 4, 7, 23, 86, 96{98, 106,
107, 111, 335, 338{342, 370, 372, 381,
388, 391{393

transparencies, 167
transport

{ nonlinear, 131
{ properties, 137

transport experiments, 123, 275
transport spectroscopy, 158, 159

transverse acoustic (TA) modes, 229
trap states, 146

tree ring morphology, 18, 21, 23
triangular lattice, 15

trigonal warping e�ect, 224
triode-type, 409

tube furnace, 32
tubule, 301{303, 308, 310, 313, 315,
318, 319, 328

tunnel barrier, 155, 161, 165, 166, 170

tunneling conductance, 154, 161
tunneling spectroscopy, 182, 183, 186,
193

turbostratic, 24
turbostratic

{ nanotubes, 16

turbostratic graphite, 16
turbostratic graphite, 16, 338
twist mode, 284
twisting, 186, 187, 313, 325, 328
twisting acoustic mode (TW), 229
twisting angle, 329
twists, 187
two-terminal, 155, 156, 173
two-terminal resistance, 155

ultrasonic irradiation, 327
ultrasound, 327
Umklapp peak, 289
Umklapp scattering, 288{290, 292
uniaxial tension, 315
unit vectors, 218
universal conductance, 352
universal conductance uctuations
(UCF), 333, 352, 365

universial conductance uctuations
(UCF), 359

V2O5, 84
vacuum microelectronic devices, 404
valence orbitals, 12
van der Waals, 294, 300, 301, 312, 313,
322, 323, 325, 326, 328

van der Waals force, 16, 389
van der Waals interaction, 257
van der Waals spaces, 413
van Hove singularities, 180, 184, 185,
193, 194, 211, 223, 350, 351, 367, 368

van Hove singularity, 136, 257, 264,
266, 267, 269, 270, 273, 274, 276

voids, 296

wavelike distortion, 300, 301
weak localization, 167{169, 171, 172,
333, 351, 352, 363{366, 372

weak localization
{ logarithmic dependence, 353
{ low-T conductance, 354
{ magnetoresistance, 363
{ WL theory (2D), 352
whiskers
{ carbon, 22
{ graphite, 12, 17, 18, 346
{ iron, 22
{ nonmetals, 22
WKB approximation, 379
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work function, 406
WS2, 104
WS2
{ nanotubes, 86
WS2 nanotube, 105

x-ray absorption spectroscopy (XAS),
253, 255

x-ray absorption spectroscopy (XAS)
{ SWNTs, 267
x-ray electron spectroscopy (XES), 262
x-ray emission spectroscopy (XES)
{ graphite, 258
XES, 254

yield strain, 296
yield stress, 296

Young's modulus, 20, 86, 111, 127, 198,
199, 202, 211, 295{299, 303{307, 322,
387, 388, 392, 417

Young's modulus

{ MWNTs, 387
yttrium, 31

Zeeman energy, 159

zero gap semiconductor, 16
zero-bias anomaly, 170
zigzag, 178, 179, 181, 186, 187, 192

zigzag nanotubes, 4{6, 218
zone folding, 23
zone-boundary phonons, 154, 160, 163

zone-folding, 291
ZrO2, 95


